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INTRODUCTION

This is a Final Report of the work accomplished under NASA Contract

No. NASw-701 covering the period from 2 April 1963 through 2 October 1963o

Detailed accounts of the work accomplished during this six-month period

can be found in the following six GCA Technical Reports and one technical

paper (see papers accepted for publication) which are reproduced here in

their entirety.
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in technical papers submitted and/or accepted for publication in

accredited scientific journals and technical papers presented at

scientific or professional meetings.

Technical Papers Submitted and/or Accepted for Publication
in Accredited Scientific Journals

Journal

a. Accepted for Publication

*OBSERVED AND PREDICTED NEW AUTOIONIZED ENERGY

LEVELS IN KRYPTON, ARGON AND XENON (J. Samson)

Phys. Rev. Letters

(Dec. 1963)

PLANETARY AERONOMY XI: ABSOLUTE INTENSITY

MEASUREMENTS IN THE VACUUM ULTRAVIOLET

(J. Samson)

J. Opt. Soc. Am.

PLANETARY AERONOMY XIV: ULTRAVIOLET ABSORP-

TION OF SO2: DISSOCIATION ENERGIES OF SO 2 AND
SO (P. Warneck, F. Marmo and J. Sullivan)

Jo Chem0 Physo

PLANETARY AERONOMY XVI: CORPUSC_ RADIATION

IN THE UPPER ATMOSPHERE (A. Dalgarno)

Annales de Geophyso

b. Submitted for Publication

PLANETARY AERONOMY XIII: ELECTRON AND ION

TEMPERATURES IN THE IONOSPHERE (A° Dalgarno)

PLANETARY AERONOMY XV: TRANSPORT PROPERTIES

AND SCATTERING IN MOLECULAR GASES (A. Dalgarno

and R. Henry)

Planetary & Space
Sciences

Planetary & Space

Technical Papers Presented at Scientific or Professional Meetings

ABSOLUTE INTENSITY MEASUREMENTS IN THE vAcUuM ULTRAVIOLET - Presented

by J.A.R. Samson at OSA Meeting, Jacksonville, Florida, March 25-28, 1963o

*Reproduced in its entirety as it will appear in Phys. Rev. Letters.
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THEROLE OF INTERPLANETARY DEBRIS IN PLANETARY ATMOSPHERES - Presented

by F.F. Marmo at AGU Meeting, Washington, D.C., April 20, 1963.

ELECTRON AND ION TEMPERATURES IN THE IONOSPHERE - Invited paper presented

by A. Dalgarno at AGU Meeting, Washington, D.C., April 18, 1963.

THE FLUORESCENCE OF SOLAR IONIZING RADIATION - Presented by M. McElroy

at AGU Meeting, Washington, D.C., April 20, 1963

CORPUSCULAR RADIATION IN THE UPPER ATMOSPHERE - Invited paper presented

by A. Dalgarno at IUGG Meeting, Berkeley, California, August 19-24, 1963.

The material presented in this report has been divided into two

categories: Section I presents the results of theoretical work, whereas

Section II presents the results of experimental work accomplished under

Contract No. NASw-701.



SECTION I -- THEORETICAL

This section includes the results of theoretical

work accomplished under Contract No. NASw-701

which have been previously published as GCA

Technical Report Nos. 63-4-N, 63-II-N, 63-21-N

and 63-28-N.
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PLANETARY ATMOSPHERES : I. SODIUM

IN THE EARTH'S ATMOSPHERE

F. F. Marmo and H. K. Brown

March 1963
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and
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THE ROLE OF INTERPLANETARY DEBRIS IN PLANETARY ATMOSPHERES:

I. SODIUM IN THE EARTH'S ATMOSPHERE

F° F o Marmo and H. K. Brown

I. INTRODUCTION

Interplanetary debris can be deposited in planetary atmospheres by

vaporization processes brought about by the interaction of these particles

with the ambient atmosphere. It is possible that these deposited chemical

species can play a significant role in the aeronomy of the upper atmos-

pheres of the terrestrial planets Venus, Earth and Mars. However, in

spite of this potential, it appears that little or no detailed investi-

gations have been directed toward this problem as far as the planets

Venus and Mars are concerned. This is probably due to at least two

factors: first, the aeronomy of theMartian and Venusian planets is

not well known; and second, even in the Earth atmosphere the problem is

not well understood since some contraversy still prevails concerning the

origin of atmospheric sodium observed in the twilight and airglow. Spe-

cifically, both terrestrial (marine) (1'2) and extraterrestrial (meteoric

and micrometeoric debris) (3) origins have been favored. Clearly, inves-

tigations into other planetary atmospheres are only justified on the basis

of accepting the extraterrestrial origin.

In a recent article, Junge et al. (3) considered various origins for

the atmospheric sodium observed above 70 km, and offered some convincing

arguments to show that all terrestrial sources seem unlikely, including

sea salt. Of the extraterrestrial sources considered, Junge has shown

that the meteoric influx provides sufficient quantities to account for

the observed sodium. In addition, they point out that the mass influx

\



due to micrometeorite material is considerably greater than that due to

meteors. However, owing to the difficulty of estimating the fraction

of incoming mlcrometeorite material that vaporizes, they were unable to

make an accurate estimate of the contribution from this component. As

a compromise, they suggest that the meteors and micrometeorites deposit

equal amounts of sodium atoms in the Earth's upper atmosphere. They

conclude that a flux of about 3x10 4 Na atoms/cm2-sec can be employed

as a working value, but also state that this value could be off by as

much as two orders of magnitude. For the purposes of the present report,

an extraterrestrial source is accepted and the role of the corresponding

debris in the Earth, Venus and Mars atmospheres is investigated.

In this preliminary analysis, sodium in Earth atmosphere is examined

first in order to check the validity of the model and of the parameters

chosen. Then, with identical debris influx rates assumed for Venus and

Mars, the distribution of sodium is calculated for their atmospheres.

All the computations are presented on a relative scale for ready com-

parison since at this stage, only comparisons between the various planets

are attempted. It is emphasized that the present effort is somewhat

conjectural, so that the results should be applied with appropriate

caution. However, certain qualitative features have become evident by

this work which serve as a basis for further investigation.



II. QUALITATIVE DISCUSSION OF THE PROBLEM

Before any technical discussion is given, it is appropriate to

give a qualitative description of the over-all problem as will become

evident by the following. At first sight, it may seem premature to

wonder about the role of interplanetary debris in planetary atmospheres

other than Earth. Perhaps this is so, but on the other hand, a rather

considerable potential exists as far as any optical probing or radar

probing of these planets is concerned. For example, it can be shown

that under certain conditions, the atmospheres would be easily optically

thick in terms of several meteoric components and also that ionospheric

electron number densities > 108 electrons cm -3 can be achieved at least

in principle. Qualitative arguments are now given to justify these

remarks.

Recent mass spectrometric (4) and twilight optical (5'6) measurements

have verified the presence of Mg + and Ca + in the Earth's upper atmosphere.

The mass spectrometric measurements were achieved during a meteoric shower

and indicated that the Mg + and Ca + were distributed between I00 and ii0 km

with a maximum number density of about 104 cm -3 for Mg + and about 5xl02

-3
cm for In addition, Nagy (7) has recently reported the mass spec-Ca +"

trometric measurement of Na + between 90 and 120 km, but no values were

given for the sodium ion number density. These measurements show that

the number density of meteoric debris ions are not insignificant when

compared to the ion densities of other Earth ionosphere components. It



is not only possible but almost a certainty that without the presence

of atmospheric oxygen, these debris ions would, indeed, becomethe

dominant species in the Earth atmosphere. This can be justified on

the basis of previous work by Marmo(8) in which he describes the

results of a series of rocket seeding experiments where Na, K, and Cs

(debris-like) were ejected into the Earth upper atmosphere for the

express purpose of generating highly dense artificial ionospheres.

The experiments have shown that atmospheric molecular oxygen, 02, is

the dominant factor in precluding the generation of long-lived, dense

( > 107 electrons cm-3), artificial ionospheres at altitudes below

i00 km. This was due to two factors involving molecular oxygen: (a) the

high chemical consumption probability per alkali atom, and (b) the effi-

cient formation of negative ions (O2) with the subsequent removal of the

alkali ion via mutual neutralization.

Although the absolute oxygen content in the atmospheres of the

planets Venus and Mars has not as yet been established, there seems

little doubt that oxygen is at best only a minor constituent. It can

be shownthat if, indeed, the atmospheres of Venus and Mars were truly

oxygen-free, extremely dense ionospheres could be generated via solar

photoionization of meteoric debris atoms and in addition, the atmospheres

would be optically thick for several species. On the other hand, the

present work will showthat solar photodissociation of CO2 in these

atmospheres produces sufficient 02 to act as an effective buffer against

4



the excessive buildup of free atoms. In particular, it will be shown

that within the limitations of the present model, the debris atom

number density-altitude distributions are somewhat similar to those

for the Earth atmosphere. On the other hand, some marked differences

are observed and point up the need for further investigation.



III. TECHNICAL DISCUSSION OF THE PROBLEM

The first calculations were performed for the Earth atmosphere.

This was done in order to check the validity of the model, boundary

conditions, and parametric values employed. Following this, calculations

were performed for the planets Venus and Mars so that cogent comparisons

could be made between the three terrestrial planets.

A. PHYSICAL-MATHEMATICAL MODEL

The physical-mathematical model employed was chosen to reflect

the physical setup schematically shown in Figure I. For the case of the

Earth, it is presumed that atomic sodium is deposited at a single alti-

tude of 105 km so that a delta source level is defined. Against this

steady source, sinks are considered: an exospheric sink above the

source level, a chemical sink below the source level, and the sink at

the planet surface. In Fig. i, the lower boundary of the exosphere

sink is indicated at an altitude, z = L, and the chemical sink is indi-

cated by the curve labeled b(z) = B exp (- Po z/H). Concerning diffusionO

two cases are considered: (a) Case I in which molecular diffusion (_2 = i)

prevails above the source level, whereas below the source level, eddy

diffusion prevails (o I = 103); and (b) Case II in which molecular diffu-

sion prevails above and below the source level so that Sl = a2 = I.



OIC7B- 710P

laJ
C_
2D
I-.
!

I-
._,1

WASHOUT

X LOWER BOUNDARY OF
i EXOSPHERE SINK

>

n (Z) noe -zIH

ix
q--o- IZ) =_ - 10 _

\
x

Z=O
SURFACE OF PLANET

Z,L

SCHEMATIC OF GENERAL PHYSICAL SET UP
FOR ANY ONE OF THE TERRESTRIAL PLANETS

Figure 1.



The proper mathematical model is suggested by the well-known

Lettau (9) equation

n _ = - _ d _,, _s '_'_ Its nv (1)

which describes the mass transport of a minor constituent in a planetary

atmosphere.

For our purposes, the vertical transport of the debris con-

stituent in the isothermal atmosphere can be considered free of regular

flow (V _ 0) and external body forces (fs _ O), other than gravity.

In addition, at present, only a steady state solution is required; thus,

Eq. (I) can be written as

Qs(Z) = - no do Io(z)

L
dVs(Z) _sdz + "if" Vs(Z • (2)

This equation defines the vertical transport flux Qs(Z), particles per

square centimeter per second, of the debris constituent at the height

z (km) above the datum level z=0, in an isothermal atmosphere, in which

the ambient number density n(z), particles/cm 3, is defined by the expo-

nential law

-z/a
n(z) = n e , n = n(O)

o o

and where H (km) is the atmospheric pressure scale height. The specific

concentration is given as

n (z)
S

v s(z) - n (z) (3)

of the minor constituent of number density ns(Z), particles/cm 3, at the

height z.



The quantity

where

O(z) = D(z) + d(z)
d(z) (4)

e z/H = d(O) , (5)
d(z) = d o , d o

is the molecular diffusion coefficient and D(z) is the eddy diffusion

coefficient.

The quantity,

m - m
s

, (6)Ps - m

is the relative weight factor where m and m are the masses of the minor
8

constituent (debris atom) and ambient atmospheric species, respectively.

Qs '

• /The space gradient, dq s dz, of the vertical transport flux,

satisfies the equation of continuity

or

steady state vertical

flux gradient
= delta source - chemical sink - exospheric sink

dQ s
S (+) (,) - s(-) (,) - s_')"(,) .

d--_= o (7)

Thus, the delta source

= fo' [ffi" h[ <c
S (+) -= S 5 , limit 2e f =N , (8)

o =o , [,-hl>e G-O o o



of minor constituent particles of strength N O (particles/cm2-sec),

located at the fixed height z=h above the datum level z=O. S (-) is
o

the steady, chemical consumption function,

So(-) = b(z) n(z) (cm'3sec -I) (9)

where

-poz/H
b(z) = B e (see "l ) (I0)

O

is the probability of a chemical reaction at the height z. The exosphere

exponential sink function is defined _s

S(.) = 0 O<a<L
_pLz/H , (_articleslcm2-sec) (II)L

=BLe , z>L

where z=L is the lower boundary of _(').

The detailed calculations for obtaining the closed analytic

solutions are not repeated here. However_ _br, ief sketch of the method

of attack is included for completeness.

and

First, the following substitutions are made:

X = -- exp -
q 2 '

v = q-I/q x-_q V

l+Po ) -- >o where _s < 0 and o = constant = i.
2q = - ( _s '

(12a)

(12b)

(12c)

i0



Now the H. Lettau vertical transport flux formula in Eq. (2) takes the

form

nodo_s-I/q x-_q I dV(x) + V(x)IQs (z) = " 2_ q 2qx dx , (12'a)

and the equation of continuity, as _efined by Eq. (7), in the Vs,Z

domain, is transformed into the modified Bessel differentlal equation,

L V _-- d2V ÷ _ dV _c 2 _ ._

dx 2 x dxx - _ ÷ 4qZx_ V = 0
, (12'b)

where

oB H2
2 o (12'b')c - ' _s < 0 , o = constant _ I ,

d._s2

in the V,x domain.

The discontinuity of the flux function Qs at the delta source

level, z=h:

qs(h+O) = Qs(h-O) + NO , (13)

due to the presence of the delta source NoS(Z,h) at z=h, and the piece-

wise definition of the step function o(z),

o(z)
= o = o 1 = constant _ I ,

= o = o 2 = constant _ I ,

0 < z < h (14a)

z > h , (14b)

require that the V,x domain be composed of two domains, Vl,X 1 and

F2,x 2 , where

V(x) _ Vl(X I) , x = x I for all z in O < z < h (15a)

11



and

V(x) = V2(x 2) , x = x2 for all z > h. (15b)

It is assumed that the lower boundary z = L > h of the exosphere

S_ "), listed in Eq. (ii), is so far removed fromexponential sink function

the delta source level, L >> h, that for all practical purposes, L may be

considered located at infinity: L _ m (if not, the V-x domain V,x would

consist of three sub-domains).

The resolution of the boundary value problem in the V,x domain,

which consists of the following set of conditions:

L V I = 0 and L V 2 = 0 (16a)

v _ 0 as z _ 0 , v < M as z _ m , (16b)
S S

and

v s (hdO) = vs(h-O) , Qs(h+O) = Qs(h-O) + No ' (16c)

requires the determination of the pair of constants

in the general solutions,

(AI,BI) , and (A2,B 2)

Vl(X I) = A I I%q I (ClXl) + BIK½q I (ClX I)
(17a)

and

V2(x2) = A 2 I%q2 (c2x2) + B2K%q 2 (c2x2) , (17b)

of the modified Bessel differential equations listed in Eq. (16a) of the

boundary value problem, wherein

12



l_q (cx) and K½q (cx) (17')

are the modified Bessel functions, of order ½q, of the first and second

kind, respectively.

The boundary value problem stated in Eqs. (17) was evaluated

for the terrestrial planets for Cases I and II with the parameter-values

specified in Table I.

I. Discussion of Parameter Values

Most of the parametric values included in Table 1 require

no comments; however, some discussion is required to justify the choices

for values of the following parameters: (a) delta source level, (b) lower

boundary of exosphere sink, and (c) the chemical consumption probability

per sodium atom.

a. Altitude Choice for Delta Source Levels

of Earth, Venus and Mars

Undoubtedly, a more realistic source function is available

by employing a Gaussian distribution of a specified halfwidth with maximum

deposition at some selected altitude. However, for the present formulation,

it is mathematically difficult to incorporate this source function, whereas

the use of a delta source function made the problem tractable. The choice

of a single deposition altitude is not only somewhat unrealistic, but also

points up the problem of the proper choice for this altitude. It seems

reasonable to consider this problem first for the planet Earth, and then

13
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extrapolate for the other planets. This is what was done in the present

case in which the Earth-value of 105 km was obtained in the following

manner.

Herlofson (I0) determined the following equation to

describe the rate of vaporization of meteoric materials at any point

along the trail:

q = 9/4qmax(P/Pmax) [i - I/3(P/Pma x) ]2

where

= the
X

P

7xlO 23 r3
O

and

= the pressure at any point along the trail

P = pressure where ina_-xoccurs , 4xlO -2 rmax o

r
o

= the initial radius of the meteoric particle.

(19)

Dubin (II) applied Eq. (19) with the meteor number-size

distribution due to Watson (12) to calculate the rate of vaporization of

meteoric materials for 85 km, i00 km, and 115 km, and found that the

maximum deposition could be expected at the lower altitudes. However,

recent satellite measurements reported by McCracken et al. (13) show that

the Watson distribution severely underestimated the component due to

masses between 10 -6 to I0 -I0 gms by as much as four orders of magnitude.

Application of the McCracken distribution to Eq. (19) would result in

15



raising the altitude at which maximum vaporization occurs. Accordingly,

an altitude of 105 km was chosen for the present work. The corresponding

altitudes (on a number density basis) for Venus and Mars are 192 km and

270 km as given in Table I.

Concerning the absolute N -value, Junge et al. (3) used
o

3xlO 4 Na atoms/cm 2 sec, but state that this value may be incorrect by

two orders of magnitude. In view of this uncertainty and the lack of

knowledge for the planets Venus and Mars, this parameter was carried

through as an adjustable value. Accordingly, the results of the present

calculations will be presented as altitude profiles of the relative

number density of sodium atoms for the various cases considered. For-

tunately, the N -value enters as a factor in the analytical solution so
o

that the calculated number density values are directly proportional to

the N -value selected.
o

b. Lower Boundary of Exosphere Sink

An exospheric sink was employed as a convenient

boundary condition. However, to reflect the real case, the strength

of the sink is adjusted so that essentially no significant losses occur

via escape. Thus, under steady state conditions, most of the loss of

sodium is due to the sink at the surface of the planet. Finally, it

turns out that for altitudes above a few scale heights, the position

of the lower boundary of exospheric sink has relatively little effect;

it is convenient to place it at infinity.

16



c. Chemical Consumption Probability Per Sodium Atom

Since the calculations are sensitive to this parameter,

care should be exercised in choosing the proper form and value for b(z).

Fortunately, there appear to be sufficient data to make a reasonable

estimate for the case of Earth. On the other hand, the required data

are essentially lacking in the case of the planets Venus and Mars. In

any case, since b-values are required, they were calculated on the basis

of available data for the Earth; and in the case of Venus and Mars, the

required data were obtained by determining the amount of photochemically

produced O_ in the upper atmospheres of Venus and Mars via the solar
Z

photodissociation of CO 2. The method will be discussed and clarified

below.

(i) Chemical Consumption Probability for

Planet Earth

The derivation of the b-value of Earth is relatively

simple since for the altitudes of interest, the dominant process for the

chemical consumption of sodium atoms is

Na + 02 + M = NaO 2 + M ; k = 5xl0-30cm6/sec (Ref. 14) (20)

The appropriate curve has been derived by Marmo and shown as Fig. 2 in

the original report. (8) For mathematical convenience, a simplification

is achieved if the probability can be expressed by the form

b(z) = Bo exp (- Po z/H)

17



It can be shownthat in this case the published values can be very

closely approximated at all pertinent altitudes by choosing B = 4.8x1010
o

-1
see ' Po = 2.2, and H = 6.6 km. These are the values employed and are

shown in Table I.

(2) Chemical Consumption Probability for

Venus and Mars

The oxygen content for the upper atmospheres of these

planets is not well known so that b-values could range from zero to

perhaps as high as those appropriate to Earth. In order to arrive at

a somewhat realistic estimate of the strength of the chemical sinks in

these planets, the photochemical processes were examined in detail and

are described below.

For this study, the isothermal atmospheres were assumed

to consist of only nitrogen and CO 2 in which the CO 2 contents are assumed

to be 2½ percent (15) and 2 percent (16) for Venus and Mars, respectively.

For Venus, the atmosphere was considered isothermal at 297°K for all

altitudes above the occultation level in accord with deVaucouleurs and

Menzel. (17) Since it will be shown that essentially all the important

photochemistry occurs above this level, this cannot be too objectionable.

The surface pressure was obtained by extrapolation and found to be 27 atm.

For Mars, the temperature of the isothermal atmosphere

was taken as 220°K with a surface pressure of about 64 nra Hg.

18



The effective photochemical reactions include:

CO2 + hv _ CO+ 0 a I (21)

CO + 0 + M-* CO 2 + M k I = 5.0x10-36cc2/molecule2sec (22)

02 + hv -* O + 0 _2 (23)

0 + O+ M-_ 02 + M k2 = 2.7x10-33cc2/molecule2sec (24)

03 + hv _ 02 + 0 a3 (25)

0 + 02 + M-_ 03 + M k 3 = 5.0x10-34cc2/molecule2sec (26)

03 + 0 _ 202 k4 = 6.8xl0-17cc/molecule sec . (27)

At an altitude h,

-T
a. =Zc. I e

z k J- o

where

c = total absorption cross section

and

oo

= optical thickness = / Ei c.z n.z dz

Z

I = the solar flux incident at the top of the Venusian
o

atmosphere.

Assuming photochemical equilibrium, the steady state

concentrations of oxygen can be given by

19



k2 ÷
n(O2) _2(_3 + _2k4 n(O) - k3k 4 n2(O) n(N 2) (28)

where that of atomic oxygen must be obtained from

n4(O) + An3(O) + Bn2(O) + Cn(O) + D = 0 (29)

where

_in (N2) [3k2k3n (N2)+2k2k4"k3k41 + [kln (N2)+k5] [(_2k4+2_3k2n (N2)]
A=

n (N2) [kln (N2)+ksi [3k2k3n (N2)+2k2k4_k3k4] (30)

_ik4[_2+k3n(N2)no(CO 2) e'Z/H]+(_3n(N2)[2(_ik24<_2kl]+ks_2_ 3
B =

n (N2) [kln (N2)+k5] [ 3k2k3n (N2)+2k2k4_k3k4] (31)

_I_2 [aB-k4no (CO 2) e-z/H]

- _i_2_3no(CO2 ) e "z/H

D-n(N2)[kln(N2)+k5 ] [3k2k3n(N2)+2k2k4_k3k4 ] (33)

Solving the quartic Equation (29) for the atomic oxygen concentration

enables calculation of n(O2) by Equation (28, thus describing the 02 -

particle density distribution. The appropriate calculations were performed

on the 1620 IBM which yielded the results shown in Figures 2 and 3 which

show the resulting photochemically-produced O2-altitude distributions on

the planets Venus and Mars, respectively. It is evident that the 02 dis-

tributions shown in Figs. 2 and 3 cannot be readily represented by a function

of the form B exp (-pz/H) as in the case of Earth. However, for theo

present model, the oxygen content of the lower atmosphere is not important,

20
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and at least the upper altitude region of the 02 distributions can be

closely approximated by a function of the proper form when the appropriate

values shown in Table i are employed. _
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/

IV. RESULTS AND DISCUSSION

With the values shown in Table I, the appropriate solutions were

obtained for Eqs. (17) for Cases I and II in the planets Earth, Venus

and Mars. The numerical results are summarized in Figs. 4, 5, 6, 7, 8

and 9, and are discussed in that order.

Figure 4 summarizes the numerical results for Case II in the Earth's

atmosphere in which the solid curve represents the results with chemical

consumption, whereas the dashed curve is the result with no chemical

consumption. For the present discussion, the curves can be associated

on the one hand with an oxygen-rich atmosphere and on the other hand,

with an atmosphere which contains no oxygen. The figure is shown to

make the following points: first, it makes evident that in the Earth's

atmosphere, only a minute fraction of the total sodium content is in the

free atomic form; second, if the other terrestrial planets lack oxygen,

the free sodium distribution curves would be expected to be similar to

the dashed curve shown in Fig. 4. It can easily be shown that if, indeed,

this dashed curve does prevail, the very dense ionospheres become possible

and the atmospheres take on unprecedented optical characteristics. These

points were previously discussed in Section II. On the other hand, it is

evident that in none of the three terrestrial planetary atmospheres does

this situation actually occur. Thus, if comparable meteoric fluxes are

assumed for the other planets, there probably is sufficient oxygen (or

other suitable contaminant) in the Venus and Mars atmospheres to preclude
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the total conservation of free sodium. However, the role of an oxygen-

poor atmosphere must still be examined, since it does not preclude that

the planetary atmospheres may become optically thick in some specific

spectral regions and that the meteoric debris ions may be the dominant

species in the ionosphere.

In order to further investigate the possibilities discussed at the

end of the previous paragraph, reference is made to Figs. 5, 6 and 7 which

depict the altitude distributions of the relative number densities of

sodium in the three planetary atmospheres. The solid curve represents

Case I (turbulent diffusion below the delta source level), and the dotted

curves represent Case II (molecular diffusion at all altitudes of interest).

The three sets of curves show the effect of turbulent diffusion in lowering

the entire sodium-altitude distribution curve. At the same time, this is

accompanied by a corresponding decrease in the peak values for the sodium

number densities. In the case of Earth, even though some pertinent data

do exist, a detailed comparison of this crude model is unwarranted. This

is especially true in that the subsequent effects of the solar radiation

were not considered in this model. Indeed, it is quite surprising that

the calculated distribution is not unlike that measured by several inves-

tigators. (I,18,19)

Perhaps the present preliminary crude results can be best employed

with reference to Figs. 8 and 9. The figures can be used to make a ready

comparison of Case I and Case II for the resulting relative number density

31



of sodium in the three terrestrial planetary atmospheres. Even a cursory

comparison of these curves shows that although the total O2-contents on

the planets Venus and Mars are only about I part in 105 of that of Earth,

it is sufficient to establish effective chemical sinks. However, it is

also evident that there is considerably more free sodium in the planets

Venus and Mars than that which exists in the Earth atmosphere. In fact,

it can be noted that if the values shown in the figures are normalized

against a value of 5x109 cm2-column for Earth sodium, then the atmospheres

of both Venus and Mars are optically thick for the sodium D-lines. This,

of course, suggests that spectrographic observations be madeof these

planetary atmospheres in order to check the validity of this hypothesis.

If an affirmative answer is obtained, this would makeevident that the

sea origin for Earth sodium is an unnecessary mechanismto invoke, and

at the sametime give critical information concerning the meteoric and

micrometeoric flux. Concerning planetary ionospheres, the data in Figs. 8

and 9 are not directly applicable, since (except for the generation of

photochemically-produced 02 ) the model does not take account of the solar

photoionizing flux or of the photodissociation of NaO 2 into free sodium

and molecular oxygen. The latter process could generate a second and more

dense free sodium peak in the lower atmospheres of Venus and Mars. Due to

this possibility, one should not preclude the possibility of the generation

of a dense (greater than 107 electrons cm "3) ionosphere on these planets.

The more obvious improvements will be incorporated into the present

model and some of the more interesting consequences of the present work
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will be the subject of subsequent investigations in the role of inter-

planetary debris in planetary atmospheres.
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ABSTRACT

The relationships between the temperatures of the electrons,

positive ions and neutral particles of the ionosphere are discussed.

It is argued that on the basis of the heating due to solar ultraviolet

radiation, the electron and ion temperatures will become equal at high

altitudes and that both tend to increase above the neutral particle

temperature. Anomalously high values of the electron temperature,

accompanied by a red glow, are predicted to occur in the region of

400 km during the dawn period. The expected diurnal and latitudinal

variations of the electron temperature are described.
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ELECTRON AND ION TEMPERATURES IN THE IONOSPHERE

A. Dalgarno

I. Introduction

The relationships between the temperatures of the electrons, the

positive ions andthe neutral particles which constitute the ionosphere

are fundamental to the interpretation of its behavior. The theoretical
t

studies of the effect of solar ultraviolet radiation (Hanson and Johnson

1961; Hanson 1963; Dalgarno, McElroy and Moffett 1963) show that depar-

tures from temperature equality are to be expected at altitudes above

about 150 km, the difference between the electron temperature and the

heavy particle temperature attaining a maxlmum somewhat greater than

lO00°K at an altitude of about 220 km and decreasing rapidly as the

altitude increases to 300km. These conclusions are in substantial

agreement with the Langmuir probe measurements (cf. Bourdeau 1963).

It has been suggested (Dalgarno et al. 1963) that greater differences

may occur near sunrise.

According to the theoretical studies, the difference between the

electron temperature Te and the positive ion temperature T i should

decrease rather slowly with increasing altitude above the peak of the

F region. The difference may persist over several hundred kilometers,

the predicted magnitude of Te-T i depending sensitively upon the assumed

densityof the ambient electrons. The behavior of T i with increasing



altitude has not been investigated except for the hypothetical situation

in which Te is taken as constant at 1800°K and the neutral particle

temperature T is taken as constant at 1400°K. According to Hanson
n

(1963), T i remains equal to Tn up to an altitude of 600 km and then

increases to T as the altitude increases to I000 km.
e

Measurements of T e and T i at altitudes above 300 km are in apparent

contradiction. Bourdeau (1963) has shown that rocket and satellite

observations at mld-latltudes in quiet conditions can be satisfactorily

explalned assuming that Te_ T i and Tn are approximately equal, a con-

clusion that is in harmony with the observations of backscatter reported

by Bowles_ Ochs and Green (1962)_ but not with the observations of back-

scatter by Evans (1962) who deduces that T e _ 1.6 T i between 300 and

700 km or of Pineo and Hynek (1962) who deduce that Te ~ 2 T i.



2. Electron Temperatures in the Upper F Region

Provided that Te < 3 T i, the electrons located above the peak of

the F region cool by co111slons with the positive ions. If 0 + is the

major positive ion, the equilibrium electron temperature

mined by the equation

T is deter-
e

--q-n2 = 5.5 x 10 -7 (T e - Ti)/Te3/2 (1)
e

where Q iS the heat flux density in eV cm -3 sec °1 and n is the electron
e

number density. According to the calculations of Dalgarno, Mcglroy and

Moffett (1963), the values of Q/he2 which occur in the upper F region,

if it is assumed that the heating takes place where the solar ultraviolet

radiation is absorbed, are of the order of 10 "9. :

The solutions of (1) for heat flux densities of the order of

2
10 -9 n are shown inFigure 1 for ion temperatures of 1000°K, 1500°K

e

and 2000°K.

It is clear from Fig. 1 that Te-T i is very sensitive to the values

adopted for Ti, Q and ne 2 when Q/he 2 is of the order of 10 -9 . As a

specific example, Table 1 lists the electron-ion temperature differences

Te-T i corresponding to various possible electron densities for a heat

-3 -1
flux density of 500 eV cm sec which is appropriate to an altitude

of about 400kmduring midday.
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Table 1

Temperature Differences (T -Ti) at 400 km for Various
Assumed Ambient Elec_ron Densities and Ion

Temperatures Corresponding t_ a He t Flux
Density of 500 eV cm- see "_

n e x 10 -6 cm -3/T i
1000°K 1500°K 2000°K

1.4 i0 30 50

1.2 20 40 65

1.0 30 60 95

0.8 50 90 140

0.6 90 175 280

0.4 220 510 880

0.35 380 860 1640

0.325 490 1200 4000

0.300 720 3000 --

0.275 2000 ....

I II



With the assumption of local heating, the heat flux densi_yin the

upper F region where atomic oxygen is the major constltu_rr_@s approxl-

mately

Q = 3 x 10 -6 n(O) eV cm "3 sec "1 (2)

where n(O) is the atomic oxygen number density. The altitude distribu-

tion of atomic oxygen may be represented by the expression of diffusive

equilibrium

n (O/z) = n (O/r) exp (- z/H) (3)

where H is the scale height and z is the altitude measured with respect

to some reference level r at which n(O) = n (O/r). If the ions and

electrons are also in diffusive equilibrium, then similarly

ne(Z ) = ne(r ) exp (- z/H') (4)

where the ion and electron scale height H' in an atmosphere of O, 0+

and e is related to H by

T + T i
H' - e H . (5)

T
n

It follows that in the upper F region,

._q_ 3x10 "6 n(O/r) exp - T + T i
2 = (r)2 e

ne ne

(6)



If Tn = Ti, (6) simplifies to

3x10 "6 n(O/r)_9_ =
2

ne ne(r) 2

(7)

which implies that with increasing altitude, T e and T i will ultimately

become equal. However, as Hanson (1963) notes, a small difference

between Te andT i can persist over a considerable height range. Thus,

if we assume that Te/T i is 1.5 at an altitude of 400 km, (7) yields the

ratios listed in Table 2.

' Table 2

Ratios of Te/T i According to (7)

Altitude (km) 400 400+H 400+2H 400+3H 400+4H

Te/T i 1.50 1.37 1.32 1.28 1.24

Since H is at least 75 km, (7) shows that Te/T i should decrease to

1.2 at an altitude of 700 km. The interpretations of the backscatter

observations of Evans (1962) and of Pineo and Hynek (1962) in terms of

a constant value of Te/T i between 300 and 700 km can not be understood

on the basis of direct solar ultraviolet heating and an ionosphere in

diffusive equilibrium. It is necessary to postulate either an addi-

tional heating mechanism or an electron distribution which decreases

more rapidly with increasing altitude. This conclusion is strengthened



by the fact that helium and hydrogen ultimately become the major

constituents with the consequence that the efficiency of heating is

decreased and the efficiency of cooling is increased.

The temperate difference T e - T i may actually decrease more

rapidly than Table 2 suggests since there is a possibility that T i is

larger than T at great altitudes so that (6) should be used in place
n

of (7).

8



3. Ion Temperatures in the Upper F Region

At high altitudes, the positive 0+ ions are heated by collisions

with the electrons and cooled by collisions with the oxygen atoms, and

dT i 5.5xi0 "7 ne(T e - Ti)

d-_- = T 3/2 - 8.6xi0 "14 n(O) (Zi - Tn) , (8)

e

since the collision frequency of 0+ in 0 is about 10 -9 n(O) sec -I.

Therefore,

d (T +T.)
dt " e i- -Q-n" 8"6xi°-14 n(O) (T i - Tn )

e
(9)

In equilibrium,

Ti - z _ 1"16x1°13- (10)
n(O) n

e

Now using (4),

3.5xi0 7
T. - T - (Ii)
i n n

e

This represents an upper limit since the collision frequency of 0 + in 0

is actually a slowly increasing function of temperature (Dalgarno 1961).

It suggests that at 500 km, the ion temperature may exceed the neutral

particle temperature by 100°K and at 800 km byl000°K.

The coefficient in (11) is computed on the assumption that the

heating is produced locally. Since the major part of the heatingdue

tHanson (1963) has shown that the fast photoelectrons produced at great

altitude may escape from the ionosphere.

9



to solar ultraviolet radiation is provided by collisions of fast

photoelectrons with the ambient electrons, the assumption of local

heating is unlikely to be correct. Nevertheless, there is some local

heating due to the photoionlzation processes which directly populate

the 2_ metastable state of 0+. The 0+ (2D) has a long radiative llfe-

time and above 200 km, it is probably deactivated by superelastic

collisions

0 +O+(2D) + e-+ (4S) + e (12)

According to Dalgarno and McElroy (1963), (12) gives rise to a heat

flux density of approximately

Q 6 x 10 -7 n(O) eV cm "3 sec "I= , (13)

which in the absence of heat conduction and diffusion cooling is suf-

ficient to maintain T. some 200°K above T at 800 km and some 500°K at
i n

i000 km.

The tendency of T i to rise above Tn increases the difficulty

presented by some of the backscatter data and emphasizes the dis-

crepancy between them and the temperatures derived from charged particle

density profiles. Thus, if the heating were such that T
e

high altitudes, then it follows from (i) and (I0) that

= 1.6 T i at

2x106 n
e

Ti - T - (14)
n Ti½ n(O)

I0



Adopting a model atmosphere employed by Hanson (1963), it follows

that at 500 km, Tn = 1200°K, Ti = 1500°K and Te = 2400°K; and at

700 km, Tn = 1200°K, T i = 2100°K and Te = 3400°K.

II



4. Diurnal Variation of Electron Temperatures

Provided Q/ne 2 does not exceed 10 -9 eV cm "3 sec -I, Te = T i and

the diurnal variation of Te must be very similar to that of Tn. If

3 -I
Q/ne 2 does exceed 10 -9 eV cm- sec , it is more difficult to predict

the diurnal variation of T since it depends sensitively upon the
e

diurnal variations of the electron and neutral particle densities.

According to (7), in the upper F region Te - T i should decrease more

slowly with increasing altitude as T increases, but the absolute value
n

of T e - Ti at any given altitude depends also upon n(O/r) / ne(r)2 , the

variation of which with increasing Tn is uncertain. In any event, the

electron number density probably responds more slowly to an increase in

Tn than does the neutral particle density and high values of Te/T i may

occur during periods of geomagnetic activity. This, rather than any

additional preferential heating of the electrons, may be the explana-

tion of the observations of Spencer et al. (1962).

The diurnal variation of T in the lower F region is of special
e

interest since anomalously large values may occur near sunrise. It has

been suggested, in particular, that Te may exceed 3T i in which case the

electron temperature increases to a new equillbrium value determined by

the efficiency of cooling by collisions with the neutral particles

(Dalgarno et al. 1963).

Preliminary calculations indicate that the heat flux density at

-3 -1
dawn at an altitude of 400 km is about 700 eV cm sec . The resulting

values of Te - T i are shown in Table 3 for a range of concentrations n .
e

12



Table 3

Dawn Values of T -T.
e 1

n (cm -3) ixl06 8x105 6x105 4x105 3.2xi05
e

(Te-Ti)°K 50 75 130 1430 2000

If the ambient electron density at 400 km is less than 3.2xi05 cm -3,

and it probably is, Te increases above 3T i and may attain a value of

several thousand degrees. The principal limiting factor may be the

increase in electron density.

The cooling at the high equilibrium temperatures is effected partly

by collisions leading to excitation of the 1D state of atomic oxygen,

and the runaway of the electrons should become evident through the

appearance of a red glow.

During the dawn period, there should occur also discontinuities in

T as a function of altitude.* Explicit calculations are in progress to
e

predict the altitude range of the anomalously high values of Te.

Similar effects should occur at greater altitudes during dawn

twilight. Thus, the diurnal variation of Te-T i expected from solar

*The examination of this possibility was stimulated by a conversation

with Dr. P. Molmud and Dr. S. Altshuler.

13



ultraviolet heating at midlatitudes consists of very high values in the

region of 400 km at dawn, the magnitude and altitude of the maximum

temperature decreasing with increasing time.

During the afternoon, the magnitude and altitude should increase

but because the ambient electron concentration is larger, the very high

dawn values are not expected to occur at sunset. After sunset, kinetic

equilibrium should be rapidly established.

The diurnal variation will be less marked at high latitudes where

diffusion is not inhibited by the magnetic field, especially since the

faster electrons diffuse more rapidly than the slower electrons.

There is some question as to whether the dawn behavior at mid-

latitudes is a stable configuration. It may be that the sunrise effect

is manifested by a sharp reduction in electron density rather than by a

sharp increase in electron temperature.

A departure from temperature equilibrium at dawn is suggested by

a preliminary analysis of Ariel data (Willmore, Boyd and Bowen 1962)

and by the backscatter observations of Bowles et al. (1962), but not by

the backscatter observations of Evans (1962). There is no evidence that

Te exceeds 3T i at any altitude for a short period about dawn, but this

may be due to the averaging procedures which have been applied to the

data.

14



5. Latitude Variation of Electron Temperatures

Spencer, Brace and Carignan (1962) find from rocketborne Langmuir

probes that T is higher in auroral latitudes than at mldlatitudes in
e

quiet condltlon_ and the main characteristics of the Ariel data (Willmore

et al. 1962, Bourdeau 1963) are a general rise in T and a less pronounced
e

diurnal variation at high latltudes. It may be that the enhanced tempera-

ture is caused by corpuscular radiation (which would give rise to some

preferential heating of the electrons), but higher values of T can be
e

explained qualitatively as a consequence of a latitudinal decrease in

the ambient electron density. The measurements of Spencer et al. (1962)

show that the charged particle densities at auroral latitudes can be much

lower than those occurring at mldlatltudes in quiet conditions.

Willmore etal. (1962) have remarked that the Ariel data are con-

sistent with significant atmospheric heating by particles dumped at high

latitudes, but the satellite drag data do not show any important varia-

tion with latitude except durlngmagnetlcally disturbed conditions

(Jacchia 1963). As Bourdeau (1963) has shown, there are several uncer-

tainties in the preliminary analysis of the Ariel electron temperatures.

15
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ABSTRACT

Experimental data on transport properties and scattering in

molecular gases are usually interpreted assuming a spherically sy,_netric

interaction potential and single channel (elastic) scattering. This

procedure is analyzed and shown to be justifiable as a first approxi-

mation provided it is recognized that the generalization of transport

theory to molecular gases involves the replacement of elastic cross

sections by total cross sections and that the beam scattering data

refer to total cross sections and not elastic cross sections. The

distinction between total and elastic cross sections is especially

significant for ion-molecule interactions at thermal velocities, since

it implies a form for the long range interaction different from that

which has been adopted. Some consequences of this difference in long

range behaviour are described.

Explicit calculations are presented for the scattering of atomic

hydrogen by molecular deuterium.
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Figure i.

Figure 2.

Figure 3.

FIGURECAPTIONS

Angular distribution for collisions between an

H atom and D2 molecule with incident energy

0.0625 eV;

curve A: elastic differential scattering cross

section plotted against scattering angle;

curve B: inelastic differential scattering cross

section plotted against scattering angle

(the scale of inelastic cross section is

i
2-_ scale of elastic cross section).

Elastic angular distributions for collisions between

an H atom and D 2 molecule.

curve A:

curve B:

curve C:

incident energy = 0.00625 eV;

incident energy = 0.03125 eV;

incident energy = 0.0625 eV.

Angular distributions for collisions between an H

atom and D 2 molecule with incident energy 0.0625 eV.

2
Viscosity distribution = 2_ I (e) sin e (i - cos e)

curve A: elastic contribution;

curve a': inelastic contribution;
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FIGURECAPTIONS(continued)

Diffusion distribution = 2_ I (8) sin e (i - cos e)

curve B: elastic contribution;

curve b': inelastic contribution.
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TRANSPORT PROPERTIES AND SCATTERING IN MOLECULAR GASES

A. Dalgarno and R.J.W. Henry

i. Introduction

According to the Chapman-Enskog theory, the transport properties

of dilute spherically symmetricgases depend upon the coefficients of

diffusion, viscosity, thermal conductivity and thermal diffusivity.

These transport coefficients may be expressed in terms of collision

cross sections

fQs = 2_ I (e) (I - cos e) sin @ d e

o

where I (8) is the differential cross section for the elastic scattering

of one gas atom by another through an angle e measured in the centre of

mass system. The total elastic cross section is

g"Q = 2_ I (O) sin O d O.

Measurements of the scattering of beams of particles refer to the dif-

ferential cross section I (e) or to the total cross section for scattering

through angles greater than some minimum angle 8 :
o

Q (e) = 2_ I (O) sin O d e.

o

The differential cross section I (e) can be evaluated from a know-

ledge of the interaction potential V (r) as a function of the separation

r of the colliding particles. It is customary in the analysis of experi-

mental data on transport coefficients and beam scattering to adopt an



analytic representation of V (r) containing a number of disposable

parameters and to choose the parameters so that the experimental data

are reproduced. Having determined V (r) it may be used to predict

other transport coefficients over wider temperature ranges and the

procedure has proved very useful in extending experimental measurements.

It has also been followed in the analysis of molecular gases for

which the interaction potential is not spherically symmetric and the

scattering is not single channel (elastic) scattering. A detailed

study is necessary in order to assess the significance of such analyses

and of the effective interaction potentials that are derived.



2. Theory of Scattering

The scattering channels appropriate to a collision between two

molecules can be labelled by the rotational angular momentum quantum

numbers Jl and J2' characterizing the internal motions of the molecules,

and the orbital angular momentum quantum number _, characterizing the

relative motion of the colliding pair. The interaction potential V (_)

is a function of the position vector r joining the two molecules, and

it can usefully be written in the form

V (r) = v (r) + v (r)

where v° (r) is obtained from V (_) by averaging over all orientations

assuming that they are equally probable. The potential vc (_) couples

together different scattering channels (Jl _2' _) and (j[, _2 ) such

that

.I ,! I

Jl + J2 + _ = !1 + 3--2+ _ = J

and gives rise to the possibility of inelastic rotational transitions.

The coupled equations which result from a partial wave expansion

in angular wave functions corresponding to the total angular momentum

quantum numbers J have been written down by Arthurs and Dalgarno (I) for

atom-molecule collisions and by Gioumousis and Curtiss (2) for molecule-

molecule collisions. We need not reproduce them here.

3



2ol WeakCoupling

Arthurs and Dalgarno(I) have shownthat if the coupling between

channels is weak, the elastic cross sections Q and Qs differ from those

corresponding to scattering by the central field v (r) in second ordero

in the coupling strengths, the first order changes vanishing essentially

because vc (_) vanishes when averaged over all orientations. The

inelastic cross sections are clearly of second order in vc (_). Thus,

the assumptions of spherical symmetry and of single channel elastic

scattering lead to second order errors only and the derived interaction

potential can be identified as v° (r), the average of the actual poten-

tial V (_) over all orientations.

However, the coupling is weak only for light molecules at low

temperatures and a more typical situation involves a considerable range

of impact parameters for which the coupling is strong.

2.2 Strong Coupling

The case of strong coupling has been discussed by Bernstein,

Dalgarno, Masseyand Percivalo (3) They show that in the strong coupling

region the total scattering cross section is insensitive to the details

of the intermolecular potential and it has the sameform as the elastic

scattering cross section corresponding to a strong spherically symmetric

potential° It follows that the analysis of experimental data on the

basis of a spherically symmetric potential should not lead to gross



error provided it is recognized that the cross sections occurring in

the definitions of the transport coefficients and in the measurements

of beamscattering are total cross sections, not elastic cross sections.

Someerror may occur because the angular distributions of elastic

and inelastic scattering are different. Whereas the inelastic angular

distribution will not be very different from isotropic, the elastic

angular distribution has a sharp forward peak associated with the

shadow scattering (compare Figures i, 2 and 3). Most beam scattering

measurements refer to angles outside the shadow region so that the

conventional analysis should be only slightly less accurate than for

atomic gases when used for the prediction of the coefficients of diffu-

sion and viscosity at high temperatures, which also do not involve any

important contribution from the shadow region. Much greater error may

result if the same potential is used to predict transport coefficients

at lower temperatures at which the shadow region does contribute sig-

nificantly to the collision cross sections. It should be stressed that

the error does not arise from a mere lack of flexibility of the form of

V (r) as for the atomic gas, but from the essential failure of the

concept of an intermolecular (velocity-independent) potential.

Small errors may occur at lower temperatures in inferring one

transport coefficient from measurements of another, since the associated

collision cross sections weight differently the shadow and isotropic

scattering regions. In particular, the use of viscosity data tends to
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overestimate diffusion coefficients. This is opposite in sense to the

observed discrepancies of Amdur, Ross and Mason, (4) Walker and Westen-

berg, (5) Westenberg and Frazier, (6) and Amdur and Shuler (7), the origin

of which may be rather in the inappropriateness of the adopted analytic

representations of V (r).

Thus, at large separations, the leading term of V (_) for a pair

of neutral diatomic molecules decreases as r "3 -4 -5, r or r depending

upon whether both one or neither of the molecules has a permanent dipole

moment. On averaging equally over all orientations, these terms vanish

and the leading term is the spherically symmetric r -6 term that is

usually adopted. If the scattering were mainly elastic in the important

range of scattering angles, the choice could perhaps be justified (except

at very low temperatures).* However, according to Bernstein et al. (3)

up to half the total scattering may be inelastic and for the inelastic

scattering there occurs no cancellation of the contributions from v c (_).

There is a case of special interest which should be accessible to

experimental verification. In the long range interaction of a positive

or negative ion with a diatomic molecule, v ° (r) decreases as r -4 and

v c (_) as r -2 or r -3 If the effective interaction has the form of

v ° (r), then just as for an atomic gas, the mobility of an ion in a

molecular gas tends to become independent of the gas temperature as the

*An interesting analysis of the effect of the orientation-dependent terms

on the viscosity and second virial coefficient of hydrogen at very low

temperatures has been presented by Niblett and Takayanagi.(I0)

9



temperature decreases while if the effective interaction has the form

of vc (_), the mobility will tend to zero as the temperature decreases.

This marked difference between atomic and molecular gases was

predicted by Arthurs and Dalgarno (8) from a consideration of elastic

scattering only. The effect of vc (_) on the elastic scattering is

small until very low temperatures are reached. From the recognition

that inelastic scattering is significant, it follows that the decrease

of the mobility towards zero should set in at much higher temperatures

than those implied by the formula given by Arthurs and Dalgarno. (8)

The predicted behaviour has been observed by Chanin, Phelps and

Biondi, (9)
for an ion, probably 02, in 02 . The interpretation of this

case is complicated by the possibility of charge transfer and measure-

ments of the mobilities of various ions in unlike gases would provide

a more certain test of the theoretical arguments.

I0



3. Scatterin_ in H 2 and D 2

The scattering of neutral particles in molecular hydrogen and in

molecular deuterium at thermal velocities can be described by a weak-

coupling approximation. Calculations of the inelastic angular distribution

corresponding to the j = 0 to j = 2 rotational transitions have been carried

out by Dalgarno, Henry and Roberts (II) using the formal scheme of Arthurs

and Dalgarno. (I) Their results for the process

H + D 2 (j=0) -_ H + D 2 (j=2)

at an impact energy of 0.0625 eV are reproduced in Figure i.

We have computed the elastic angular distribution corresponding

to scattering by D 2 in the j = 0 state and the results are shown in

Figures i and 2. The elastic angular distribution is characterized by

a sharp forward peak which decreases in angular extent as the impact

velocity increases. The contributions of elastic and inelastic scatter-

ing at 0.0625 eV to the cross sections QI and Q2 effective in determining,

respectively, the coefficients of diffusion and viscosity are shown in

Figure 3. The contribution of the shadow scattering is suppressed and

the contribution of the inelastic scattering is enhanced in comparison.

Thus, whereas the total inelastic cross section is 2.5_ of the total

scattering cross section, the contribution of inelastic scattering to

QI is 7.5_ of QI and to Q2 is 5.4_ of Q2"

ii



An experiment in which a property of molecular hydrogen was

carefully comparedas a function of temperature with the sameproperty

of molecular deuterium would be of great interest. Because of the

closer rotational spacing in D2, the effect of inelastic scattering

should becomemanifest at a lower temperature for D2 than for H2.

12
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ABSTRACT

The efficiencies of fast electrons and protons in

producing luminosity and heating by collisions with the

atmosphereare discussed and upper limits to the fluxes

of corpuscular radiation are obtained. A possible

explanation of high-altitude red auroras is advanced.

The effects of the photoelectrons produced in the ioniza-

tion of the atmosphere by extreme solar ultraviolet radiation

are examined and it is noted that the electron temperature at

high altitudes may be anomously large at dawn, the phenomenon

being accompaniedby a red glow.

It is suggested that the source of 1304_ dayglow

radiation postulated by Donahueand Fastie is excitation

by impact of fast photoelectrons and that fast photo-

electrons may lead to a large dayglow intensity of the

first positive system of nitrogen through resonance

scattering by metastable molecules.
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CORFI_SCULARRADIATIONIN THEUPPERATMOSPHERE

A. Dalgarno

I. INTRODUCTION

It is clear from the occurrence of visible auroras and of polar

cap and auroral absorption that corpuscular radiation is an important

energy source in the upper atmosphereat high latitudes and various

indirect arguments have suggested that it is also an important energy

source at middle and low latitudes. Someof the consequencesof a flux

of corpuscular radiation are examinedin this review.

I



2. LUMINOUSEFFICIENCYOFFASTELECTRONS

+

2.1 Emission from N 2

There is an important argument (Omholt [i]) which relates the

energy flux of a beam of fast electrons absorbed by the atmosphere to

the resulting intensity of the first negative system of molecular

nitrogen. Stewart [2] has measured the cross sections for production

of the 0-0, 0-i and 0-2 bands

+ N2 (X,Zg+) + 2 +e -_ (B Zu) + ee+N 2

i

(1)

by the impact of electrons with energies up to 200 eV and finds that

the variation with energy is very similar to that of the total ioniza-

tion cross section

e + N2(X'Zg +) _ e + N2 + + e (2)

(Tate and Smith [3], Fite and Brackmann [4]). The cross sections for

the production of the 0-0, 0-i and 0-2 bands are respectively about 2_,

0.7_ and 0.2_ of the total ionization cross section. Since the mean

energy expended in the production of an ion pair by a beam of fast

electrons absorbed in nitrogen is 35 eV (cf. Valentine and Curran [5]),

it follows that the efficiency with which energy is converted into

radiation is about 2 x 10 -3 for the 0-0 band at 3914_, about 7 x 10 -4

for the 0-i band at 4278_ and about 2 x 10 -4 for the 0-2 band at 4709_.



Whenthe initial energies of the fast electrons fall below perhaps

i00 eV, these efficiencies must decrease sharply (cf. Dalgarno and

Grilling [6]).

Hartman and Hoerlin [7] have measured the efficiency of energy con-

version into 3914_ radiation of a beamof electrons absorbed in air at

sea level. They obtained an efficiency of 3.3 x 10-3, independent of

the electron energy which was varied from 200 eV to i000 eV. Correct-

ing for the oxygen content, the efficiency for absorption in nitrogen is

about 4 x 10-3 , a value which is twice that derived from cross section

data. Someof the discrepancy may be attributed to the deactivation of

more highly vibrating molecules through processes such as

+ 2 + ' + O)
N 2 (B Zu , v) + N2(X Zg ,

(3)

+ 2 + +,
N 2 (B Zu , O) + N2(X'Z v)g

The value of the energy conversion coefficient appropriate to the

upper atmosphere depends upon the fractional content of N 2 at the alti-

tude at which the electrons are absorbed. To avoid complicating the

........ o..... ln-3 for _h= =_r_,ney w_th which energy=L_ .....t, I ._.11 adopt i x ......................

-2 -i
is converted into 3914_ radiation so that a flux of _ erg cm sec

gives rise to 200 _ rayleighs. I am indebted to Dr. Roach for the

remark that 60 rayleighs of 3914_ emission would not occur undetected

from which it follows that the possible flux of fast electrons at middle

3



-2 -i
and low latitudes cannot exceed 0.3 erg cm sec . It might be possible

to place a smaller upper bound if a systematic search for N2+ emissions

were made at middle and low latitudes. Indeed, Galperin [8] has stated

that for the long night exposures in Zvenigorod at a geomagnetic latitude

of 51.1°N, the absence of observable emission shows that the intensity of

the 4278_ band does not exceed 1.5 rayleighs. Adopting an energy conver-

sion coefficient of 3 x i0 r4, it follows that the flux of energetic electrons

-i
cannot exceed 2 x 10 -2 erg cm "2 sec , a result in close agreement with the

limits derived by Galperin [8]. The derived upper limit is comparable to

the value of the average flux of dumped electrons with energies greater

than i keV at midlatitudes over North America, estimated by O'Brien [9]

from Injun i data on outer zone electrons, and to the average fluxes

recorded by Antonova and Ivanov-Kholodny [i0] and by Kazachevskaya and

Ivanov-Kholodny [ii] at altitudes between 70 km and i00 km. The intensity

of the electron fluxes fluctuates markedly in time (Ivanov-Kholodny[12])

Ivanov-Kholodny and Antonova [13], Antonova and Ivanov-Kholodny [14],

Danilov [15] and Ivanov-Kholodny [16] have advanced the hypothesis that the

persistence of the ionosphere through the night is due to a flux of ener-

getic electrons. According to their analysis, the required flux is greater

-2 -i
than i erg cm sec which considerably exceeds the derived limits. Thus,

either the nocturnal ionization hypothesis or the theoretical analysis must

be rejected.

A corpuscular flux has also been invoked by Mariani [17] in order to

explain the correlation of maximum electron density in the F region at noon



with solar activity. For high-solar activity, Mariani postulates a
-2 -i

flux of about 0.I erg cm sec of electrons with energies of the order

of i keV, peaking at geomagnetic latitudes between 55° and 65° . It is

of interest to note that if the maxima of the outer radiation belt at

i000 km are projected along local magnetic lines of force, the maximum

at I00 km occurs at a magnetic latitude between 56°N and 57°N (Winkler

[18]). The distribution with latitude is broadly similar to that found

by O'Brien [9] for the time average of electrons with energies above

40 keV precipitated into the atmosphere at an altitude of I000 km, which

also peaks between about 60°N and 65°N. However, the shapes of the dis-

tributions at higher latitudes are very different, as are the electron

energies involved.

The flux derived by Mariani gives rise to at least 20 rayleighs of

3914_ emission and it is of interest to compare this intensity with those

observed at night in the absence of auroras. It may be relevant to note

that O'Brien [19] found that the flux of geomagnetically trapped electrons

with energies greater than 40 keV at an altitude of i000 km shows little

diurnal variation for magnetic latitudes less than about 63°N (strictly

for L _ 5, where L is the coordinate introduced by Mcilwain [20]).

Observing at a magnetic latitude of 60.5°N, Lytle and Hunten [21]

found a permanent intensity of about 30 rayleighs during 1960 and probably

less than 20 rayleighs during 1961. Russian workers (cf. Galperin [8],

Mulyarchik and Shcheglow [22])found greater intensities at Loparskaya at

the slightly higher geomagnetic latitude of 63.7°N, the associated fluxes



-2 -I -2
being about I erg cm sec at maximumsolar activity and 0.3 erg cm

-Isec at minimumsolar activity. These observations are consistent with

the view that corpuscular radiation is an important source of ionization

in the F region at geomagnetic latitudes near 60° .

Van Allen and his collaborators [23] have observed a permanent flux

of electrons at low altitudes, the maximum intensity occurring between

65°N and 70°N. Most of the electrons have energies between i0 keV and

-2 -I
i00 keV and the maximum energy flux lies between 0.i and i erg cm sec .

The energy spectrum is consistent with Mariani's analysis which suggests

that corpuscular radiation is not an important source of ionization in the

F layer at latitudes much above 60°N so that the incident particle flux

should not include a large component of electrons with energies of less

than i keY.

The conversion efficiency for producing 3914_ radiation has been

used by Sharp et al. [24] in an analysis of satellite measurements of

particle fluxes during auroras. From ground-based observations of 3914_

emission (Belon et al. [25]), they conclude that the energy flux was at

-2 -i
least i00 erg cm sec whereas the measured flux of electrons with

energies greater than 2 keV indicated a total intensity of only I0 erg

-2 -i
cm sec . Thus, either the energy spectrum rises very steeply at low

energies or an acceleration mechanism is operating [24].

2.2 Other Emissions

There are few quantitative data on the efficiencies for converting

electron kinetic energy into radiations other than those of the first



negative system. Hartman and Hoerlin [7] have obtained an efficiency

of 1.5 x 10 -2 for converting the energy of 200 eV - I000 eV electrons

absorbed in air at sea level into radiation between 3000_ and I0,000_.

About one-third of the energy is emitted in the first positive band

system of N2(C3_g _ A3Zu +) (Hartman and Hoerlin, private communication

1963). The measured efficiency is unexpectedly high, for very little

+

intensity is to be expected from molecular band systems of 02 and 02

or from atomic lines and a deactivation mechanism such as (3) is probably

rapid enough to present any observable emission of'the infrared Meinel

bands of N2+(A2_ - X2Z +) the 0-0 band of which is located at ii,036_.
w g

Presumably, a considerable fraction of the luminosity must be emitted

in the second positive system of N2(C3_ u - B3_g) in the region between

3000_ and 4000_ and in particular at 3371_, 3577_ and 3805_ corresponding

respectively to the 0-0, 0-i and 0-2 bands.

Because of the lower frequency of quenching collisions, larger

values of the conversion efficiency should be appropriate in the upper

atmosphere. The value of 2 x 10 -3 derived by Mcllwain [26] from an

analysis of simultaneous observations of particle fluxes and luminosity

intensity in a quiescent ....... ' ~I_. _ ._ ^I_.._^ ^c __ .... ion km

+

is therefore unexpectedly low. Thus, the first negative system of N 2

should alone contribute more than 2 x 10 -3 and a comparable amount is

to be expected from the green line of atomic oxygen at 5577_, for it has

been observed that the ratio of the intensity of 5577_ line to that of

the 3914_ band is nearly constant at a value between 1 and 2 over a wide



range of auroral intensities, for various auroral forms and probably

over a wide height interval (cf. Chamberlain [27]). Chamberlain [27]

has suggested that the smallness of the ratio of 55772 to 39142 may be

due to the removal of electrons, that would otherwise excite the green

line, by excitation of the nitrogen bands in exchange collisions. How-

ever, there is another mechanism which may also contribute to the low

ratio.

Fast electrons of energy E eV lose energy in elastic collisions

with the ambient thermal electrons at a rate

-12
-i

dE 2x10 eV cm (4)
dx - E ne

where n is the number density of the thermal electrons whereas they
e

lose energy in exciting 0('S) at a rate of about

dE 10-17 1-- = - 2 x n(0) eV cm- (5)
dx

where n(O) is the number density of atomic oxygen (Dalgarno, McElroy

and Moffett [28]). Thus, for a bright aurora of IBC III for which

n
e

106 -3_5 X cm i010 -3at an altitude of 120 km where n(0) _ 5 x cm ,

fast electrons lose energy more rapidly in heating the ambient electron

gas than in exciting the green line whenever their energy falls below

I0 eV.

An appreciable contribution to the energy conversion coefficient

should also appear in the second positive bands of N 2 but uncertainty



as to the spectral sensitivity curve of the photometer employed pro-

hibits any estimate of the importance of the first positive bands of N2,
+

the Meinel bands of N 2 and the atmospheric bands of 02, all of which

are probably produced with high intensities.

Mcllwain [27] remarked that the probable error in his estimate

-3
of 2 x I0 is about a factor of two and that it is unlikely to be in

error by more than a factor of four. A value of 6 x 10 -3 seems a

reasonable compromise with an approximately equal distribution in the

+

first negative system of N 2 , the first positive system of N 2 and the

U_green _,= atomic oxygen.

Anderson and DeWitt [29] observed 60 kilorayleighs of green line

emission from a widespread auroral glow over Alaska, implying an energy

-2 -I
flux of about 250 erg cm sec Taken together with their balloon

measurements of X-rays, this suggests that only i percent of the lum-

inosity is contributed by electrons with energies of more than 25 keV.

9



3. LUMINOUSEFFICIENCYOF FASTPROTONS

+
3.1 Emission from N2

The cross sections for allowed transitions are approximately equal

for fast electrons and protons of the samevelocity and explicit con-

firmation of this theoretical prediction has obtained for the ionization

of N2 (Hooper, Harmer, Martin and McDaniel [30]). Since a considerable

fraction of the excitation and ionization produced by the absorption of

fast protons is due to the secondary electrons, the coefficient for the
+

conversion of the proton kinetic energy into radiation in the N2 first

negative system should be much the sameas for fast electrons. It may

actually be somewhatgreater because of the additional contribution from

charge transfer excitation

H+ + N2(X'E +) = H + N2+(B2Eu+) . (6)g

Thus, the relationship between the intensity of 3914_ radiation and the

incident energy flux given in Section 2.1 is largely independent of the

nature of the fast particles involved.

3.2 Emission from H

The most recent analysis of the absorption of a beamof fast protons

in air is that of Chamberlain [27] who shows that about 60 quanta of H

and about 16 quanta of H_ are produced. Thesevalues are independent of

the initial energy (provided it is large enough) because the probability

I0



of capture decreases very rapidly at high velocities. Accordingly,

observations of Doppler-shifted hydrogen lines yield information only

on the particle flux and additional data are required to determine the

energy flux.

Measurementsby Mcllwain [20] of protons in a quiescent auroral

glow using rocket-beam detectors yield a proton energy flux of

-2 -i -Ij(>E) = 2.5xi06 exp (- E/30) cm sec ster (7)

for proton energies between 80 and 250 keV, E being measured in keV.

Ry _,,,_ng _ha_ (7) m=y h_ _=,n1=_oA _ ............. _ _=+ +_o

angular distribution is isotropic, McIlwain obtains a particle flux of

1.6 x 107 cm -2 -Isec which on comparison with the ground-based observa-

tions of H_ (Montalbetti [31]) yields a value of 4H_ quanta for each _

incident proton. In view of the many uncertainties, the agreement with

the theoretical value of 16 quanta is satisfactory.

The additional information required to determine the energy flux

cannot be provided directly by the measurements of the intensity ratio

+
of N 2 and H emissions because the former is also produced by electron

impact, but it can be provided by observations of the emission altitudes.

Thus, it has been shown (Omholt [1,32], Chamberlain [27]) that in an

aurora produced by monoenergetic protons at an altitude of about 120 km,

the ratio of the intensities of 3914_ and H_ emission is about unity and

it decreases as the altitude of the aurora increases. The observed ratio

Ii



is nearly always, and often muchgreater than ten, and it is therefore

highly improbable that any ordinary aurora is produced mainly by proton

bombardment([I], [32], [27]). It may also be shown [27] that for

bright auroras above an altitude of i00 kmwith a flux of I0 kilo-

rayleighs of H (which is near the maximumobserved), the energy flux

of fast protons is about i0 percent of the total energy deposited as

evidenced by the emission rate of 39142. The discrepancy does not

necessarily imply a significant difference between the fluxes of

electrons and protons in an aurora since a large proportion of the

incident protons could have low velocities and produce no radiation.

If present, the undetected slow protons may be an important source of

atmospheric heating during an aurora.

According to Galperin [8], the intensity of Doppler-shifted HCZ

emission does not exceed 3 rayleighs at low and middle latitudes. He

concludes that the proton energy flux must be less than 6 x 10-4 erg

-2 -icm sec and that the associated heat flux must be sm_ller still.

This argument does not take account of the low efficiency for producing

radiation of protons with energies less than i keV, an efficiency which

is anomously low because of the accidental resonance

H+ + 0 -_ H + 0+ (8)

12



4. HEATINGEFFICIENCYOF ELECTRONS

4.1 Recombination Heating

A fast electron loses energy in exciting and ionizing the atmospheric

constituents. The electrons ultimately become thermalized and are removed

mainly by processes of dissociative recombination, which yield atoms with

excess kinetic energy. There have been several discussions of the frac-

tion of total electron kinetic energy which is converted into heat energy

but neither the arguments nor the conclusions differ in any substantial

way from those put forward by Bates [33], who concludes that the fraction

is probably about 0.2. However, a value as high as 0.5 cannot be excluded.

It follows that a flux of S rayleighs of 3914_ emission is associated

2 -I
with a heat flux of about 10 -3 S erg cm- sec from recombination heating.

Adopting the estimate of Galperin [8] for the maximum intensity of 3914_

emission, the heat flux at middle and lower latitudes due to fast corpuscu-

lar radiation in the nocturnal atmosphere is less than 8 x 10 -3 erg cm "2

-I
sec . This upper limit is much greater than the heat flux postulated by

Paetzold and Zsch_rner [34], Paetzold [35], Harris and Priester [36] and

Jacchia [37]. The postulated heat flux is usually identified as arising

from the dissipation of hydromagnetic waves (Dessler [38]) but it is use-

ful nevertheless to note that it cannot be attributed to fast particles

colliding in the upper atmosphere.

13



At the higher latitude of Loparskaya at 63.7 N, the heat flux in
-2 -i

the absenceof auroras varies from about 0.2 erg cm sec at maximum
-2 -i

solar activity to about 0.07 erg cm sec at minimumsolar activity.

Except at high altitudes where diffusion is important, the distribution

with altitude of the recombination heat source will be similar to those

+
of the production of ionization and the production of N2 radiation.

Using the measurementsof Grin [39], which are in harmonywith the

theoretical predictions of Spencer [40], Rees [41] has computed the
+

altitude profiles of the ionization and N2 emission produced by fast

electrons. The influence of the magnetic field is not taken into

account and the calculations are strictly appropriate only to high

latitudes, as Rees notes.

The calculations by Rees show that for monoenergetic electrons

with energies greater than about 5 keV, most of the heat energy is

deposited in regions of limited altitude extent below 140 km and that

as the energy decreases, the minimumaltitude and the altitude extent

of significant heat deposition increase. Thus, i keV electrons penetrate

to an altitude of 150 km and the heat deposition per unit volume decreases

by only a factor of four as the altitude increases from 180 km to 280 km.

The importance of the heat source implied by the observations of

+
N2 emission at high latitudes is accordingly strongly dependent upon

the energy spectrum of the incident corpuscles. Satellite drag data do

not show any large increase in the exospheric temperature at high lati-

tudes (Jacchia [42]) which suggests that the energy spectrum of the

incident corpuscles in quiet conditions does not contain a significant

14



componentof soft electrons. A corpuscular heat source may be responsible

for the apparent increase with latitude of the rotational temperature of

the OHairglow band system, but it may be an altitude effect (cf. Hunten

[43], Wallace [44]).

There is evidence from direct measurementsof corpuscular radiation

(Mcllwain [20]; Meredith, Davis, Heppner and Berg [45]; Anderson and

DeWitt [29]; Sharp et al. [24]) that the energy spectrum during auroras

often contain large componentsof soft electrons and significant local

heating must occur. For i keV electrons, the initial rate of temperature

I _-9orise is constant above _'_ '.... and ..... I_ Lu _=_ _LL_t= _v_ _L_t _

of electrons. Thus, in a bright aurora the initial rate of temperature

rise will exceed 100°K per minute.

Measurements of the Doppler width of the oxygen red line during

auroras by Mulyarchik [46'] have shown a correlation between the intensity

and width of the red line, suggesting that the heating increases with

auroral intensity. For a strong bright red aurora, the width was equiv-

alent to a temperature of 3500°K. Some care is needed in interpreting

the observed temperature since, should the 0('D) atoms be produced by

dissociative recombination, they would initially possess excess kinetic

energy. At altitudes above 350-400 km, the 0('D) atoms will radiate

before they are thermalized by elastic collisions.

An upper limit to the kinetic temperature of the high atmosphere

can be obtained from observations of the red line. The intensity of

15



the red line from thermal excitation at a kinetic temperature of 2000°K

above 200 km is about 200 rayleighs and at a kinetic temperature of

3000°K it is about 20 kilorayleighs. The red line in the night airglow

has typically an intensity of between 50 and i00 rayleighs (cf. Chamber-

lain [47]).

Occasionally, the red line appears with enormous intensity. Thus,

in the great red aurora of February ii, 1958, the ratio of 6300_ to

5577_was about 2.5 x 103 and the intensity of the 6300_ line attained

a value of 105 kilorayleighs at one time (Manring and Pettit [48]). As

Chamberlain [27] has argued, the green line had an intensity corres-

ponding to IBC II so that the total particle flux and associated heating

were presumably not unusually large. A possible explanation of such

events emerges from an examination of heating by direct impact processes.

f
\_

4.2 Impact Heating

Fast electrons which penetrate deeply into the atmosphere lose energy

initially in exciting and ionizing the atmospheric constituents. As they

are slowed down to energies of less than 7 eV, they lose energy predom-

inantly in vibrational excitation of molecular nitrogen and less efficiently

in exciting atomic oxygen into the 'D and 'S levels. The last electron

volt of energy is usually lost by elastic collisions with the ambient

electrons which provide a means of selectively heating the electron gas.

The slowing down by excitation of the vibrational levels of nitrogen may

also provide a path for selective heating of the electron gas depending

16



upon which mechanismprevails for deactivating the vibrationally

excited molecules [28]. However, becauseof the efficiency of cooling

mechanismsat low altitudes, no large departure from equality of the

electron temperature and the neutral gas temperature is to be expected

(unless electric fields are present) in the altitude region near II0 km

where most auroras are located.

The situation is very different for slower electrons which do not

penetrate deeply into the atmosphere and which lose a large fraction of

their energy in elastic collisions. Thus, 400 eV electrons penetrate

to an altitude of 215 km [41] in producing excitation, ionization and

secondary electrons. The distribution is approximately uniform over

an altitude extent of perhaps 200 km. At these altitudes, the secondary

electrons lose almost all their energy in elastic collisions with the

ambient electrons leading to an energy conversion coefficient of about

0.i.

A convenient parameter for assessing the possible effect on the

-3
electron temperature T is the critical heat flux density Qc eV cme

-I
sec , defined by

2 x i0-7 n 2

Qc = e (91
i

where T. is the positive ion temperature [28].
1

If the actual heat flux

density exceeds Qc' Te is not limited by energy transfer to the positive

ions (Hanson and Johnson [49]) and it moves to a new equilibrium value

17



determined by the efficiency of cooling by collisions with the neutral

particles [22]. At high altitudes, the new equilibrium value of T. will
1

exceed 3T.. In order that such high values of T. may occur between, say,
l 1

320 km and 420 km, it is sufficient to deposit there a heat energy of

-2 -i
about 6 x 109 eV cm sec for an assumed mean electron density of

-3
3 x 105 cm . Such a heat source can be supplied by a flux of 400 eV

-2 -i
electrons of about 0.2 erg cm sec .

Above 300 km, the most efficient cooling mechanism at the high

equilibrium value of T. which is in the region of 5000°K, is electron
l'

impact excitation of the 'D level of atomic oxygen. Thus, a flux of

-2 -i
0.2 erg cm sec of 400 eV electrons may produce 3 kilorayleighs of

red line emission.

Large fluxes are required to explain the great red auroras. To

produce 104 kilorayleighs of red line emission, a flux of about 600 erg

-2 -I -2 -i 6300_ photonscm sec is required of which 30 erg cm sec appear as

Because the efficiency of cooling increases rapidly with increasing elec-

tron temperature, the larger flux will not cause any great increase in

T . The postulated mechanism for the production of the red line gives
e

rise to essentially no green line emission. The observed green line

intensity can be attributed to incident electrons with higher energies

penetrating more deeply into the atmosphere, the required flux being

-2 -i
about 20 erg cm sec .
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The slow secondary electrons produced below 300 km will lose

energy in exciting the vibrational levels of N2 rather than in elastic

collisions with the ambient electrons. This maybe reflected in an

unusual vibrational development of the first negative system of nitrogen

which is apparently a feature of low latitude, high altitude red aurora

([27]).

An alternative explanation of the red auroras has been proposed by

Megill and Carleton [50] who remark that they are almost certainly caused

by local electric fields.

In normal aurora, the red line intensity is less than 15 kilo-

rayleighs so that the incident flux of soft electrons should not exceed
-2 -i *

i erg cm sec . Similarly in the undisturbed airglow, for which the

intensity is less than I00 rayleighs, the flux of soft electrons should
-2 -I,

not exceed 0.2 erg cm sec .

Limits to the flux of soft electrons may also be derived from the

observed equality of the electron and ion temperatures at night. I shall

return to this possibility in Section 6.2.

There is somequestion as to whether a configuration in which the
electron temperature is essentially a discontinuous function of
altitude is stable. The limits on the possible fluxes are corres-
pondingly tentative.
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5. HEATINGEFFICIENCYOFPROTONS

5.1 Recombination Heating

It follows from arguments similar to those presented in Section 3.1

that the efficiency of recombination heating due to fast protons is com-

parable to that due to fast electrons so that the heat fluxes given in

Section 4.1 are largely independent of the nature of the incident particles.
+

If the permanentN2 emission at high latitudes is due mainly to fast

protons, the associated heat flux is unimportant since the protons neces-

sarily penetrate deeply into the atmosphere. Of greater significance to

the heating of the upper atmosphere is the possible flux of slow protons

which do not produce radiation but instead lose energy through process (8)

and by elastic collisions. As for electrons, the absence of a large

increase in the exospheric temperature at high latitudes suggests that

the componentof soft protons is small. A quantitative examination of

the possible heating would be of value.

5.2 Impact Heating

The energy loss of protons by elastic collisions with the charged

particles of the ionosphere is inefficient compared to the energy loss

in elastic collisions with the neutral particles.
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6. EFFECTSOF FASTPHOTOELECTRONS

The photoelectrons produced by the absorption of extreme solar

ultraviolet radiation in photoionizing processes constitute a source of

corpuscular radiation in the daytime ionosphere.

6.1 Luminosity

The fast photoelectrons slow downthrough collisions with the

neutral particles and someof the collisions lead immediately to radia-

tion. The most intense features in the visible spectrum arising from

direct impact excitation are presumably those mentioned earlier in

Section 2.2, though the contribution to the allowed first negative and

+

Meinel band systems of N 2 will be negligible compared to resonance

scattering and to fluorescence scattering (Dalgarno and McElroy [51]).

Resonance scattering will also provide the major contribution to

the resonance transitions of N 2 and 0 which appear in the ultraviolet.

However, from an analysis of dayglow observations of the oxygen line at

1304_, Donahue and Fastie [52] have concluded that, in addition to

resonance scattering and to Ly-_ fluorescence, there is a weak source

located in the F region near 190 km. Donahue and Fastie have tentatively

suggested that the excited atoms may be produced by dissociative recombina-

tion of 02 + or NO + in highly excited vibrational levels but impact excitation

by photoelectrons may be a more efficient mechanism. Although detailed cal-

culations are required in order to test the hypothesis of impact excitation,
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there seems little difficulty in obtaining the required flux of 1304_

radiation. Preliminary calculations suggest an intensity profile peaking

near an altitude of 250 km for a solar elevation angle of 30° rather than

near 200 km as Donahueand Fastie require.

The origin of a weak line at 1355_, observed by Donahueand Fastie

and tentatively identified by them as the oxygen multiplet (2p)4 3p _ (2p3) 3s5S,

may also be electron impact excitation. Other weak oxygen lines, such as the

auroral lines 7774_ and 8446_, should be present in detectable intensities.

An additional source of the line at 8446_, which has been observed during

twilight by Shefov [53], is absorption of solar Ly-_ radiation (Swings [54],

Shlovskii [55], and Brandt [56]).

Fast photoelectrons mayalso produce dayglow luminosity indirectly

by populating metastable levels, an example of special interest being the

helium line at i0830_ observed during twilight by Shefov and by Scheglow

and during a solar eclipse by Shaiskaya (cf. Shefov [57]). Krassovsky [58]

and Shefov [59] have attributed the line to resonance scattering by meta-

stable 23S helium atoms. The main production mechanismis apparently

impact excitation by fast photoelectrons (Shefov [57]) and the main loss

mechanism is apparently the Penning ionization process (Ferguson [60]).

Preliminary calculations suggest that the observed intensity of i kilo-

rayleigh can be explained only by postulating helium concentrations greater

than those given by Kockarts and Nicolet [61].
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Resonancescattering by the metastable A3E + state of nitrogen
u

may lead to a considerable intensity of the first positive band system;

the measured lifetime of the A3E +
state has been reported variously asu

2.0 ± 0.9 sec (Carleton and Oldenberg [62]), 0.08 ± 0.04 sec (Dunford

[63]) and 0.9 sec (Zipf [64]).

6.2 Electron and lon Temperatures

The relationships between the temperatures of the electrons, the

positive ions and the neutral particles which constitute the ionosphere

are fundamental to the interpretation of its behavior. The theoretical

studies of the effect of solar ultraviolet radiation and the fast photo-

electrons it produces ([49], [28], Hanson [65] and Dalgarno [66]) show

that departures from temperature equality are to be expected at altitudes

above about 150 km, the difference between the electron temperature and

the heavy particle temperature attaining at midday a maximum somewhat

greater than 1000°K at an altitude of about 220 km and decreasing rapidly

as the altitude increases to 300 km. These conclusions are in substantial

agreement with the Langmuir probe measurements (cf. Bourdeau [67]).

According to the theoretical studies, the difference between the

electron temperature Te and the positive ion temperature T i should decrease

rather slowly with increasing altitude above the peak of the F region. The

difference may persist over several hundred kilometers, the predicted magni-

mde of T - T. depending sensitively upon the assured density of the ambient
e 1

electrons ([65], [66]).
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It has been suggested ([28]) that near sunrise the heat flux

density mayexceed the critical value (9) and preliminary calculations

by Dalgarno [66] and Bourdeau [68] support the conjecture. Dalgarno [66]

has pointed out that the anomalousrise of Te to a value greater than 3Ti

should be accompaniedby a red glow. A preliminary calculation suggests

that the glow is located between 400 and 500 km and may attain an inten-

sity of several hundred rayleighs. There is evidence from satellite

observations (cf. [68]) and from equational backscatter observations

- T is large at sunrise but the(Bowles, Och_and Green [69]) that Te i

reported magnitudes do not exceed 2T..
1

Measurements of T and T. at altitudes above 300 km are in apparent
e m

contradiction. Bourdeau [673 has shown that rocket and satellite obser-

vations at mid-latitudes in quiet conditions can be satisfactorily

explained by assuming that T , T. and the neutral gas temperature Te i n

are approximately equal, a conclusion that is in harmony with the

observations of backscatter at the equator reported by Bowles, Ochs

and Green [69] but not with the observations of backscatter by Evans [70]

and Pineo and Hynek [71] at higher latitudes. Evans (private communica-

tion, 1963) and Bourdeau [68] have emphasized that there may be a significant

variation of T with latitude as was indeed suggested by the rocket measure-
e

ments of Spencer, Brace and Carignan [72].

The electron temperature in the ionosphere is very sensitive to

small disturbances [66] and the flux of electrons postulated by Mariani
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(cf. Section 2.1) may well be sufficient to explain the results of

the recent analysis by Evans (private communication, 1963) of back-

scatter data at a geomagnetic latitude of 54°N, which show that the

ratio of Te to Ti reaches a maximum value of nearly 2.4 at an altitude

of 450 km. That T should considerably exceed T. at these altitudes
e 1

appears to preclude a possible explanation involving electric fields.

If the values of T /T. obtained by Evans are correct, then in addl-
e 1

tion T. may exceed T by several hundred degrees in the altitude region
i n

between 500 and 600 km (Dalgarno [66]).

The backscatter observations and the rocket and satellite measure-

ments are consistent in showing that temperature equality normally prevails

at night. The possible flux of soft electrons is accordingly less than

-2 -i
0.03 erg cm sec .
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Absolute Intensity Measurements in the

Vacuum Ultraviolet

JAMES Ao Ro SAMSON

Physics Research Division, Geophysics Corporation of America

Bedford, Massachusetts

ABSTRACT

Photoionization of the rare gases is proposed as a

method to measure the absolute intensities of radiation

below 1022 _, the ionization potential of xenon. The

method is based on the assumption that the photoionization

yield of the rare gases is unity° Experimental evidence

is presented to justify this assumption° The relative

quantum yield of sodium salicylate is measured and shown

to be constant between 400 - 900 _o Finally, the photo-

electric yield of gold "black" has been measured and found

to be about 17o at 1215 _ rising to 4?° at 850 _ and remaining

constant from there down to 500 _.

*Presented at the Spring Meeting of the Optical Society of

America, Jacksonville, Florida, 1963o



INTRODUCTION

Techniques to measure the absolute intensity of radiation in the

visible and infrared region of the spectrum are well established. The

techniques usually involve the calibration of the response of a thermo-

pile or someother detector to radiation emitted from a standard lamp.

This calibration is madeat wavelengths far removedfrom the vacuum

ultraviolet (VUV) region of the spectrum. The assumption is then made

that the thermopile has a "flat" response to all wavelengths; that is,

its quantumefficiency is constant. These "secondary" standards are

then used to determine cnu............ intensity u_-= the -'-'........ _'-_ion_L_U.LULt_ ULLL_.LLUWLL LGL_J-C_L .

Unfortunately, in the vacuum ultraviolet region of the spectrum, the

flux density emitted by many light sources is far weaker than in the

visible, especially after transmission through a monochromator where

the initial radiation intensity is greatly attenuated by the poor

reflectivity of gratings. 1'2 This necessitates the use of wide slits

in a monochromator to obtain sufficient light intensity for a measurable

signal from the thermopile. Wavelength resolution is sacrificed for

this increased intensity. A third and more sensitive standard, typi-

r_1]y a sodi,___, sa!icy1_ep-coated pbotomu!tiplier, is then calibrated

against the thermopile. With this more sensitive standardtthe mono-

chromator slits can be narrowed and a higher wavelength resolution

3
achieved. Using the above technique, Watanabe et al. measured the

photoelectric yield of nitric oxide, among many other gases. Of



particular interest is the yield of NO at Lyman-_ (1215o7 _) which has

4

recently been remeasured by Watanabe and found to be about 81 to 85%°

This value for the yield of NO has been used as a standard to determine

the absolute intensity of the hydrogen Lyman-_ line emitted from the

5-7
sun using nitric oxide ionization chambers in rockets and satellites.

The many steps involved in reaching the photoelectric yield of NO

increases the chance for error in the value of the yield. However,

the main assumption is that the thermopile does have a "flat" response

to all wavelengths. It is calibrated in the visible region of the

spectrum and then used to determine absolute intensities in the vacuum

ultraviolet region.

The metallic "blacks" with which the receivers of a thermopile are

coated are actually pure metallic droplets which have been evaporated

onto the receivers under appropriate conditions to form spherical drop-

lets of suitable radii to provide minimum reflection of visible and

infrared radiation. The receivers thus appear black and essentially

8
absorb all of the incident radiation. The work of Harris et al. on

the optical properties of gold "black" shows that a highly absorbing

deposit of gold is obtained for the visible and infrared when the gold

spheroids have a diameter of the order of i00 2. For VUV radiation,

the wavelengths are reduced by about an order of magnitude or more;

thus, the spherical drops will appear larger to this type of radiation

and presumably the blackness does not necessarily hold in this region

of the spectrum. In fact, Harris does find that the reflected light at



4000 _ is slightly greater than in the red. However, due to the fact

9,10
that most materials have poor reflectances in the VUV, this may

offset the fact that the metallic spheres have a larger ratio of

radii/wavelength and the receivers may thus be truly black to VUV

radiation. A further point is that all metals show a photoelectric

yield in the vicinity of 5 to I0 per cent at wavelengths below i000 _.II

This certainly meansa loss of photons for the production of heat and

thus an error in the determination of the absolute energies.

To circumvent these problems the thermopile should be calibrated

as a function of wavelength to determine the extent the flatness of

response deviates in the VUV. A program of this nature is currently

underway at the National Bureau of Standards, Washington, under the

direction of Dr. R. Madden. The standard light source in this case is

the continuous radiation emitted from a 180 Mev synchrotron. The abso-

lute intensity of the synchrotron radiation can be calculated knowing
12

the electron beamdensity and other instrumental parameters. The

validity of the theoretical treatment of the synchrotron radiation has

been checked experimentally by Tomboulian and Hartman13 in the extreme

ultraviolet and excellent...................agL_m_t,L UUL_LL=U_.A ....u_=Lu_c"1_==L_=c........ _ +_^L,=

synchrotron radiation is that it is plane polarized with the electric

vector parallel to the electron orbit. The major advantage of the

synchrotron radiation is that it provides a continuous and calculable

radiation intensity from the visible to the X-ray region of the spectrum.

However, for normal laboratory research synchrotrons are not readily

available for calibration work.

4



It is the purpose of this paper to investigate the photoelectric

yield of gold black and to present a simple but extremely accurate and

reproducible method for measuring absolute intensities in the vacuum

ultraviolet; namely, photoionization of the rare gases. The one assump-

tion madeis that the photoionization yield, y, of the rare gases is unity.

is defined as the ratio of ions formed per second to the number of inci-

dent photons absorbed per second within the gas. If the assumption is

accepted, the method resolves itself to the determination of an electron

current (ions/sec), which is then equal to the absolute number of photons/sec

absorbed by the gas. Theoretically, _ is expected to be unity for the rare

gases, even in the regions of autoionization which generally occur between

the 2P3/2 and 2p statesi/2

For an autoionized energy level the atom may be de-excited with the

emission of a photon or by a radiationiess transition into the adjacent

ionization continuum with the release of a photoelectron. The ratio of

the number of photoelectrons emitted to the total number of atoms in the

autoionized state is equal to _/(B+_), where _ and _ are, respectively,

the probabilities for radiationless and radiative transitions. The proba-

bility for a given transition is equal to the inverse of the mean lifetime

of that state. Therefore, since the lifetime of radiationless transitions

into the ionization continuum is of the order of 10 -13 to 10 -15 secs com-

pared to 10-8 secs for a radiative transition, then _/(_+_) is essentially

unity. Thus, the photoionization yield of the rare gases is expected to be

unity in an autoionized level.

Using photoionization of the rare gases, direct calibration of the

absolute intensity of a source can be made only at wavelengths shorter

5



than 1022 _, the ionization potential of xenon. However, a thermopile

may be calibrated against the rare gases for use above I000 _.

EXPERIMENTALTECHNIQUES

An experimental approach to the measurementof y for the rare gases

is to measure their yields relative to one another. If these yields all

turn out to be constant, even in regions of autoionization, then this is

excellent evidence that the constant _ must be unity.

Ionization chambers. Three ionization chambers were designed and

constructed to measure the photoionization yields of the rare gases.

_uL= I _,uw_-_.....= _....-'-- _c - uuuu_=_^--_^_,-'--chamber "_"^_ ==^_f_- =o_ _._ k_
U..t. GL W .L LL_ U.L. Cl. _'_' L 1 J.. _...L L,

ascertained, was first used to measure photoionization yields by Weissler

14
and associates. Two new designs, one a modified double ion chamber

and the other a single ion chamber, are illustrated in Figs. 2 and 3.

With the aid of Fig. i an analysis of the double ion chamber is

given. Denote I as the incident light intensity to be measured; then,
o

with a gas in the cell at some suitable pressure, say P, denote I I and

!

ii as the intensities entering and leaving plate i, and denote 12 and 12

as the intensities entering and leaving plate 2. The three small plates

alternating with the ion collection plates are guard rings to provide a

uniform field between the parallel plates and are all at ground potential.

The repeller plate is held a few volts positive to drive the ions to the

collector plates I and 2. Now at plate i, the total number of ions pro-

duced per second is equal to il/e , where iI is the electric current flow



in amperesand e is the electronic charge measured in coulombs; and,

further, the total number of photons absorbed per second is equal to

(I I - I_). Using Lambert's law this becomes

-_LI
I I I_ = Io e (i - e-_d) ,

where _ is the absorption coefficient of the gas measuredat a pressure

P, while LI and d are the dimensions shown in Fig. I. From the defini-

tion of the photoionization yield, we get

il/e

I e-_Ll(l-e -_d)
O

or in terms of the experimentally determined quantity

il/e
(1)

loY = __L I
e (l-e -_d)

Similarly, for plate 2

i2/e
(2)

I°_ = e-_L2(l-e-_d)

From the ratio of Eqs. (i) and (2) and solving for _, we get

_n(il/i 2)

- L2_LI "
(3)

Substituting _ into Eq. (i) and assuming _ = i, I can be found from
O

measurements of LI, L2, d, and the ion currents iI and i2.



The sameprocedure is used to measure_( in other gases. WhenI
O

is known, Eq. (I) is again used and the value of the photoionization

yield determined. It should be noted that the absolute value of the

gas pressure is not required in these measurements.

Implicit in the double ion chamber method is the use of measured

absorption coefficients, and thus the accuracy of the method depends

upon the measured absorption coefficients obeying Beer's law which _

states that the amount of light absorbed is proportional to the number

of absorbing molecules through which the light passes. Incorporated

-kx
I=I e

O

where k is the absorption coefficient at S.T.P., while x is the path

length reduced to S.T.P. and is given by

P 273
x = L

760 T

Thus, to obey Beer's law, k must be independent of both pressure, P,

and path length, L. This will not be the case in regions of discrete

absorption when the absorption lines are narrower than the band pass

of the photoionizing radiation. Thus, in using the double ion chamber

to measure absolute intensities or photoionization yields one must vary

the pressure to check that k is pressure independent.

The major advantage of the double ion chamber lies in the fact

that all the variables, viz., the two ion currents and, if desired, a



secondary standard output, can be measuredsimultaneously, thereby

eliminating any discrepancies due to light source fluctuations.

Referring to Fig. 2 for an analysis of the single ion chamber, we

define I as the light intensity at the exit slit of the monochromatoro

and I as the transmitted intensity at the end of the ion chamber. Then,

ions formed/sec
Y photons absorbed/sec

i/e
m

I -I
O

i/e

= io(i_i/io )

i/e

Io7 - (l_i/io)
(4)

The ratio I/I ° is measured by the detector which must lie exactly

at the end of the ion chamber. This ratio is independent of absolute

intensities and any detector which has a linear response with respect

to intensity may be used. This method requires that all the ions

formed from the exit slit to the detector be collected and counted.

To achieve this, it is necessary to connect the exit slit electrically

to the positive repeller plate. The ion chamber will then have a field

distribution as shown in Fig. 2 and all ions formed within the ion

chamber system will be collected. The major advantage of this system

is that no measurement of an absorption coefficient is made which must

obey Beer's law. Actually, I is independent of the pressure used and
O

in the limit when I/I ° _ O, Eq. (4) becomes



IoV = i/e (5)

The modified double ion chamber, shownin Fig. 3, is obtained by

letting LI and L2 in Fig. 1 go, respectively, to zero and d. In this

case, Eq. (I) becomes

il/e
IoY = l_e__d

or

since

(il)2/e

loY - il_i2
, (6)

I

= _ _n(il/i 2) (7)

As in the case of the single ion chamber, the exit slit of the mono-

chromator must be at the same positive potential as the repeller plate.

When the gas pressure is sufficiently high for total absorption of the

incident radiation, the modified double ion chamber acts as a single

ion chamber with loY = il/e.

With each ionization chamber the experimentally determined quantity

is the product of the absolute intensity and the photoionization yield.

Knowledge of one, therefore, provides the other.

Experimental difficulties. The use of photoionization techniques

for absolute intensity measurements is far from being straightforward.

To begin with, since there are no windows available in this spectral

I0



region, one must take care that the main vacuumsystem of the monochromator

is maintained at a high vacuumto insure that the photon intensity at the

exit slit of the monochromator is the samebefore and after the calibrating

gas is allowed to flow into the ion chamber. Another problem associated

with a flow system is to assure that the gas is uniformly at the same

pressure throughout the ion chamber. Any pressure gradients would be

detrimental when using the double ion chamber. To check the uniformity

of the pressure the following technique was employed: Using the double

ion chamberand a sodium salicylate-coated photomultiplier, as in Fig. i,
O

the absorption coefficient of argon was measured with the 584 A radiation

from a D.C. helium light source. This wavelength was chosen since argon

has no discrete absorption peaks there and the measured absorption

coefficient will, therefore, obey Beer's law. The two methods gave an

-i
absorption coefficient of 990 cms with 4% of each other° Further,

the absolute intensity of the 584 _ line was measured with each of the

three ion chambers and with a range of pressures including total absorp-

tion of the radiation; a constant value was obtained within one or two

per cent. It is concluded, therefore, that no appreciable pressure

gradients exist with these flow type ion chambers with the narrow slit

openings used here; namely, 50 microns wide by I cm in length.

Probably one of the most important precautions to take is to be

certain one is using the proper collector voltage on the ion plates°

That is, one must operate in the plateau region of the ions vs. voltage

curve; in fact, one must ascertain that there actually is a plateau

ii



for the particular ion chamber, calibrating gas, and wavelength used.

For example, if xenon were ionized by 461.5 _ (26.86 ev), an electron

could be ejected with an energy, E, given by:

E = h_ - I(Xe) , (8)

where I(Xe) is the ionization potential of xenon and is equal to 12.13 evo

hu is the energy of the incident photon which, in this example, is 26.86 eVo

Substituting these values into Eq. (8) gives E = 14.73 ev. Thus, the

electron is emitted with sufficient energy to cause secondary ionization.

With the addition of a collector voltage this energy is increased. It

is, therefore, impossible to achieve a plateau with xenon at _oi._....

and at a pressure which would give a measurable ion current. The top

curve in Fig. 4 illustrates this point for a particular ion chamber.

A further competing process is the collection of electrons as well

as ions. This can occur if an insufficiently high electron retarding

potential is used. Reference to Fig. 5 illustrates possible electron

trajectories. Now these electrons all have the same energies, but those

travelling at an angle to the field lines can be retarded at lower

voltages than those travelling parallel to, but opposing, the field

lines. That is, the important quantity is the component of the elec-

tron energy normal to the collector plate. It has been shown by

Sommerfeld 15 that the probability for an electron to be ejected at an

angle _ to the direction of propagation of the incident radiation is

proportional to sin2@; thus, the most probable direction is at right

12



angles to the path of the incident radiation° For a given geometry,

this will result in an energy spread between some minimum and maximum

energy° Therefore, a curve of ion current versus voltage should indi-

cate a plateau at voltages lower than that necessary to retard the

electrons of minimum energy° In this region, all the ions and a

fraction of the electrons are collected. At a voltage high enough

to retard the electrons of minimum energy, the ion current should

start to increase and continue increasing until the voltage is suffi-

ciently high to retard all electrons at which point the true plateau

should start. The bottom two curves in Fig. 4 show typical curves for

krypton and neon illustrating this point° The arrows indicate the

values of the calculated ion chamber voltages to provide the necessary

minimum and maximum voltages to retard the electrons°

As can be seen in Fig. 5, the ionizing radiation is made to pass

as closely to the ion repeller plate as possible without actually

striking it. The reason for this is to provide a maximum retarding

potential for electrons travelling towards the collector plate while

giving a minimum acceleration to electrons travelling towards the ÷V

plate and thereby decreasing the chance of providing the electrons

with sufficient energy to cause secondary ionization°

Apparatus. The major apparatus consisted of a McPherson model

235, 1/2 M Seya-type monochromator. The monochromator was used with

a 600 L/mm platinized replica grating blazed for normal incidence at

13



1500 2. The entrance and exit slits were 50_ wide which gave a wavelength

resolution of 2.5 2. Differential pumping was employed between the light

source and monochromator.

The light source consisted of a high voltage (5Kv) repetitive spark

discharge in a low pressure gas, the discharge taking place through a

3 mm diameter ceramic capillary about 5 cm long. This produced a many

lined spectrum characteristic of the gas used. Since migration of the

light source gas into the ion chamber would be an impurity and a possible

error, argon was chosen as the light source gas. The useful range of

LL,= I _~_ o_u_= w== f_, ,.nn Innn _ ........
_ -- &VUV _ LIUW_ V_E , _UUV_ UUU _L_ LZ_

to be taken to avoid second order lines. A hydrogen D.C. discharge

O

was used to provide radiation from 900 - 1300 A. Actually, the many

lined hydrogen spectrum continues to 1650 _; however, the ionization

potential of xenon is at 1022 _ and the photoelectric yield of metals

is already very low, around 1300 _,so it was unnecessary to go to longer

wavelengths in this investigation.

RESULTS

Intensity measurements of VUV radiation have been made by the

technique of photoionizing rare gases and assuming that their photo-

ionization yield, y, is unity. We have set out to show that this

assumption is indeed a good one. Data have also been obtained on the

quantum efficiency of sodium salicylate in the previously unexplored

region between 400 _ and 900 _, and on the photoelectric yield of gold

black.
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Photoionization. Using photoionization of the rare gases to

determine absolute radiation intensities the experimentally determined

quantity, as given by Eqs. (I), (4), (5), or (6), is the product of

the absolute radiation intensity with the photoionization yield; that

is, loY. Now if the light source intensity is kept constant - and

hence I - and the quantity loY measured for each of the rare gaseso

which will ionize in that region, then the ratio of these values will

give the relative photoionization yield _i/_2 of the rare gases. Should

the rare gases all have identical yields, this ratio will be unity°

Figure 6 shows a plot of the relative yields of argon, xenon, krypton,

and neon, with respect to wavelength. The ratio of the yields is unity

with an error spread of ! 5%. This is true even in the autoionized

lines of krypton where its yield was measured relative to xenon° It

is extremely unlikely that the photoionization yield curves can show

structure which is identical for all the rare gases. Thus, the most

probable value for the photoionization yield of the rare gases is

unity even in the regions of autoionizationo This result agrees with

what one expects theoretically. Watanabe, using a calibrated thermo-

pile, has determined the yield of xenon in the range 850 - i000 _ which

includes the autoionized structure, and found that the yield is indeed

unity.4 Curves similar to Fig. 6 were obtained using the double and

single ion chambers and also using the single ion chamber with total

absorption. This latter method greatly simplifies the data reduction°

15



The scatter of points in Fig. 6 is due mainly to fluctuations in the

light source during the time it takes for a run in each gas. If a

single wavelength is selected and various rare gases passed through

the ion chamberone after the other, the value of Io_ remains constant

to within 1%.

Sodium salicylateo The research presented here is not intended

to be an exhaustive investigation of sodium salicylate; rather it points

up some of the problems involved when sodium salicylate is used as a

detector with a "flat" response to VUV radiation. Several researchers

have investigated the relative quantum yield of sodium salicylate in

various spectral regions from 3500 _ down to 900 _o16-21 Of particular

16 17
interest is the work in the VUV of Johnson et al., Watanabe and Inn,

18
and Smith. The two former references report a relatively constant

yield between 900 - 2300 _ with a tendency for the yield to peak around

1500 _. This increase amounted to approximately 20% above the constant

yield value. In each case the results were obtained using fresh coatings

4
of sodium salicylate. The results reported in reference (18) were made

with fresh and aged coatings between 900 - 1600 _. As in references (16)

and (17) a fresh coating exhibited a relatively constant yield up to

1300 _, then increased to a maximum around 1500 _. However, as the

coating age_the relative quantum yield progressively decreased° The

decrease was more rapid at the shorter wavelengths; in fact, for a

40-day-old coating the yield at 900 _ was three times less than at

1600 _.

16



Results on the constancy of the yield of sodium salicylate for the

unexplored region between 400 - 900 _ and verification of its nature

between 900 - 1600 _ are given below.

Grade U.S.P. sodium salicylate was dissolved in methyl alcohol to

form a saturated solution, then was sprayed onto a glass slide or window

with an atomizer. A heat gun blew hot air continually onto the window

to facilitate the evaporation of the alcohol. This produced a fine

crystalline layer of sodium salicylate. The spraying continued until

the glass surface was all covered.

Figure 7 gives the relative quantum yield of sodium salicylate

between 400 - 1020 2. The coating was of undetermined age but cer-

tainly older than seven days. The yield, determined using the rare

gas technique to calibrate the light intensity, is defined as the

output current of a sodium salicylate-coated photomultiplier divided

by loY. It can be seen that the yield remains constant between 400 -

900 _ at which point it begins to increase. Figure 8 presents data

between 400 - 800 _ for a coating i, 24, and 48-hours oldo This

coating was continually under vacuum during the test period. There

is a small overall decrease in quantum yield from day to days however,

the yield remained constant within + 6% for any given day.

A Reeder-type uncalibrated thermopile was used in the range 900

1600 _ to measure the yield of sodium salicylate° The thermopile

elements were coated with gold black by evaporating pure gold in an

17



atmosphere of dry nitrogen at a pressure of 1Torr. The elements

appeared extremely black to the eye. The scattered light in the

monochromatoras seen by the thermopile and coated photomultiplier

was very small. Figure 9 gives the results of the yield of two

different coatings, one less than an hour old and the other approxi-

mately eleven days old. The fresh coating has a constant yield

between 900 - 1250_, then rises to a maximumin the vicinity of

1500_. The old coating shows the characteristics decrease towards

the shorter wavelengths.

It appears, therefore, that the quantumyield of sodium salicylate

decreases with age and that the decrease is a function of wavelength

at least above 900 _. Between400 - 900 _ the yield seemsto be con-

stant within + 6%and although decreasing with age this constancy

remains. However, care must be exercised in the use of sodium sali-

cylate as a detector of VUVradiation. The sensitivity of the detector

depends on the thickness of the crystalline coating and on the age of

the coating. The ageing process is not well understood and may depend

on the history of a particular coating; eog., its exposure to a vacuum,

continual or intermittently, and possibly to vacuumcontaminants such

as pumpoil. The quantumyield of a fresh coating of sodium salicylate

does appear to have the following consistent characteristics: a con-

stant yield from 400 - 1250_; then the yield increases by 20 - 50%up

to 1500 _ where it again remains constant to 1600_o

18



Photoelectric yields. To determine the possible effects of the

photoelectric process on the performance of a thermopile, the photo-

electric yield of gold black was measured between 400 and 1216 _o The

gold black was prepared by evaporating pure gold onto a microscope

slide in an atmosphere of nitrogen at a pressure of approximately

1Torr. The resulting coating was extremely black to the eye with a

velvet-like texture. Figure I0 shows the yield of gold black with and

without any collector voltage and, for comparison, the yield of pure

gold evaporated at a pressure of 10 -5 Torr. The evaporated gold had

a mirror-like surface. The open circle data points were taken rela-

tive to a sodium salicylate freshly coated photomultiplier, and then

normalized to fit the curve. The remaining data points were all taken

relative to the rare gas ionization chambers. The important yield

curve as far as the effects on the thermopile are concerned is that

of gold black with zero collector voltage since this is the condition

under normal operation of the thermopile. It can be seen from Fig° I0

that the effective yield of gold black is about 4% from 800 _ to 450 _,

to longer wavelengths it decreases steadily to about 1% at Lyman-_

(1215.7 2).

The yield of gold black is less than that of smooth evaporated

gold although the two samples were made from the same batch of 99°99%

pure gold wire. All other conditions were identical with the exception

of the residual nitrogen pressure during evaporation. The reduced yield

of gold black is to be expected since for any micrograin surface the

19



photoelectrons released in a direction other than close to the normal

will have a high probability of striking the spheroids which make up

the surface of the material and therefore be retained by the metal°

The loss of photons in the production of photoelectrons results in

a lower output of the thermopile. The photoelectric yield for gold

black given in Fig. I0 probably represents an upper limit to the loss

since not all of the photon energy goes into the kinetic energy of the

electron. Over and above the normal work function barrier an electron

released within the volume of the metal loses energy by multiple col-
22

!_sion_ before re_ch_ng the surface. Photoelectrons are thus released

with a wide spread of energy by radiation of fixed energy. An analysis

of the energy distribution of photoelectrons released from gold has

been madeby Walker and Weissler. 23 They find, for example, that for

radiation of 704 _ (17.6 ev) nearly all of the photoelectrons have

energies uniformly distributed from zero to 7.5 ev.

To verify directly the effect of photoelectrons on the thermopile

outputa retarding potential of -90 volts/cm was applied between the

thermopile elements and the monochromatorslits. Using the 584 _ radia-

tion an increase of approximately 2%in the output was detected with

the retarding field on. No effect was observed at 1216_. This is in

excellent agreement with the discussion above.

The reflectance of gold black has been measured by Smith18 between

900 and 1600 _ and found to be less than one-third of one per cent°

20



CONCLUSIONS

The relative photoionization yields of the rare gases with respect

to one another is unity. Thus, absolute intensity measurementswill be

independent of which rare gas is used, provided proper experimental

care is observed; for example, measurementsmust be madeon the plateau

region of the ions vs. voltage curve, no stray electrons should be

collected, and measurementsin the vicinity of discrete absorption peaks

should be avoided unless the single ion chamber is used°

It appears as if sodium salicylate can be used as a detector

having a quantumefficiency which is constant within _ 10%between

400 - 1250_ if a fresh coating is used each time.

Whena thermopile is used in the vacuumultraviolet region of the

spectrum, a small correction of a few per cent is necessary, especially

below I000 _, to account for photons lost in the production of photo-

electrons. However, on the whole a thermopile apparently maintains its

"flatness" of response throughout the vacuumultraviolet region°
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Figure I.

Figure 2.

Figure 3.

Figure 4.

Figure 5.

Figure 6.

Figure 7.

Figure 8.

Double ion chamber. I is the flux passing through the
exit slit of the monoc_romatoro I I and 19 are the fluxes
entering, and 12 and I_ are the fluxes leaving the ion
collector regions of plates I and 2, respectively°

Single ion chamber. I o is the flux passing through the
exit slit of the monochromatorwhile I is the flux at
the detector. The exit slit of the monochromator is
held at the samepotential as the repeller plate. The
dashed lines indicate typical electric field lines°

Modified double ion chamber° The exit slit is held at
the samepotential as the repeller plate° The grounded
guard plate at the end of the ion chamberprovides a
uniform field at the end of the second collector plate°
Thus, the ions collected by the two collector plates
are formed over equal distances.

Ion chambercurrents as a function of voltage for xenon,
krypton and neon at 461o5_. In each case, the dashed
vertical arrow indicates the voltage necessary to com-
menceelectron retardation whereas the solid arrow
indicates the voltage necessary to complete electron
retardation° E represents the energy of the ejected
electron due to radiation of wavelength ko

Typical electron trajectories for which the electrons
will strike the ion collector plate if a sufficiently
high retarding potential is not used°

The relative photoionization yield of the rare gases in
the region 400 - 900 _. Kr/Xe represents the yield of
krypton relative to xenon, etc.

Relative quantumyield of sodium salic_late as a function
of wavelength in the range 400 - i000 Ao The intensity
of the incident radiation wasmeasuredby rare gas ioni-
zation chambers. The sodium salicylate coating was
several days old.

Relative quantumyield of sodium salicylate as a function
of wavelength in the range 400 - 800 _o The intensity of
the incident radiation was measuredwith an argon ioniza-
tion chamber_ The solid data points represent results on
a coating i hour old, the open circle points 24 hours old,
and the triangle points 48 hours oldo
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Figure 9.

Figure I0.

Relative quantumyield of sodium salicylate in the
spectral range 900 - 1600 _. The yield wasmeasured
for two different coatings relative to a thermopile:
Coating A less than one hour old; Coating B approxi-
mately 280 hours old.

The photoelectric yield of goldo The gold samples were
all madefrom 99.99%pure gold wire° The evaporated
gold sample had a metallic lustre and was prepared at a
pressure of 10-5 Torr while the gold black was evaporated
in an atmosphere of nitrogen at a pressure of I Torr and
had a black velvet-like texture° The numbers in paren-
thesis represent the electron collector voltages, The
open circle data points were obtained relative to a
sodium salicylate freshly coated photomultiplier while
all other data points were obtained using the rare gas
ionization chamber.
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Ultraviolet Absorption of S02: Dissociation Energies of SO 2 and SO

P. Warneck, F. F. Marmo and J. O. Sullivan

ABSTRACT

The absorption intensities of SO 2 were measured in the wavelength

region 1849-3150 _ employing the hydrogen continuum as the source and

at selected wavelengths utilizing the mercury line spectrum, l_qe pres®

sure dependence of the absorption intensity was investigated at 1849_

2537 and 3131 _. The existence of an absorption continuum commencing

at 2280 _ has been established and attributed to the dissociation of

SO 2 forming SO and a ground-state oxygen atom. The onset of the

continuum provides an upper limit value to the dissociation energy of

SO 2. The implications upon the SO 2 and SO dissociation energies are

discussed.



I. INTRODUCTION

The complex absorption spectrum of sulfur dioxide in the near and

in the vacuum ultraviolet spectral region has been repeatedly studied

with the aim of classifying band systems and making vibrational analyses.

Specifically, in the wavelength range above 2000 _ this has been nearly

satisfactorily achieved by Duchesne and Rosen (1) and by Metropolis_ (2)

while the theoretical implications have been discussed by Mulliken (3)

and by Walsh. (4) However, there appear to be no available data on quan-

e_e=_,,o =h=_.e_n _¢__= except for the 1050 - _INN _ =p_rt_=1

region, studied by Golomb et al. (5) In the present work9 measurements

of the SO 2 absorption intensities were performed at room temperature

using the photomultiplier technique and covering the wavelength region

1849 - 3150 _.

The available spectral resolution was insufficient to obtain new

information concerning the involved band systems, especially in view of

the considerable fine structure exhibited on photographic plates. (I)

However, the photomultiplier technique is well suited for a study of

any underlying continua. Thus_ an important observation in the present

work appears to be the finding of an absorption continuum commencing at

2280 _. Part of this continuum can be discerned in the previously

published data, (5) which also suggest the existence of a second continuum

o
at shorter wavelengths_ with the onset at 1680 A° Since in this spectral

region continua commonly arise from photodissociation processes_ the

observed long wavelength onset of a continuum provides an upper limit

2



estimate for the dissociation energy of the process involved. For the

two continua mentioned with onsets at 2280 and 1680 _ the corresponding

upper limits to the dissociation energies are 125 kcal and 170 kcal_

respectively. It is interesting to note that the energy difference

(45 kcal) between the two onsets is close to the energy required to

excite the ID state of atomic oxygen. This factor suggests that the

observed continua maybe interpreted as arising from the dissociation

processes:

SO2 + hv _ SO + 0(3p);

SO 2 + hv _SO + 0(ID);

D(S02) J 125 kcal

D(S02) ._ 170 kcalo

(1)

(2)

One purpose of the present work is to show that it is reasonable to

associate processes (i) and (2) to the observed continua. The impor-

tance of such data becomes evident when it is considered that the actual

SO 2 dissociation energy is presently not well known and has been the sub_

ject of some controversy. Thus_ after giving a description of the ex®

periments and their results_ the facts pertaining to the dissociation

energies of SO2 and the related molecules SO and S2 will be discussed

in a subsequent section.



IIo EXPERIMENTAL

The principal experimental arrangement has been describedo (6) In

the present experiments a McPherson 2.2 m UV grating monochromator was

employed in conjunction with anEMI 9514 photomultiplier detector view-

ing a sodium salicylate-coated glass plate. The absorption cell was

12.4 cm long, fitted with LiF windows at both ends_ and mounted between

detector and exit slit. With a 600 lines/mm grating and slit widths

of i00 microns_ the theoretical resolution was 0.8 _° In practice_ a

resolution of I _ was observed. In order to avoid the overlapping and

interference of the first and second order spectra above 2000 _, a

quartz plate was interposed between the absorption cell and the exit

slit_ resulting in a short wavelength cutoff at approximately 1600

and a long wavelength limit around 3200 _.

Two types of light sources were employed_ (I) A windowless hydro-

gen discharge tube_ operated at 0.5 amps and 500 volts DC, furnished

the well-known hydrogen continuum which provided a suitable background

for recordings of the total absorption spectrum; (2) To establish the

presence of true absorption continua_ additional measurements were

performed at specific wavelengths utilizing the line spectrum emitted

from a Hanovia Mercury Utility Lamp° In this case, the entrance sec-

tion of the monochromator was sealed off by means of a quartz window°

Cooling the lamp with a fan considerably improved its radiation

output in the ultraviolet_ making the lines at 1849, 2537 and 3131

sufficiently intense to study at these wavelengths the pressure range.

4



Although the contribution of scattered light to the over-all signal

received by the photomultiplier was generally negligible, allowance

had to be madefor it when the cell pressure was so high that it caused

a decrease in the incident intensity by a factor of more than one

thousand.

Whensuch discrete line sources are employed, the apparent absorp-

tion coefficient decreases with increasing pressure in the case of discrete

absorption; whereas, for a truly continuous absorption_ the absorption

coefficient does not vary sensitively with pressure. This behavior is

due to the restricted resolution. For the case that both discrete and

continuous absorption occur together, generally the apparent absorption

coefficient decreases with increasing pressure until an upper limit

value for the continuum is established° Finally, for very diffuse

structure, the behavior is intermediate between the two cases discussed.

Matheson"bone dry" sulfur dioxide was used without further puri-

fication. A sample subjected to mass spectrometric analysis showed less

than 1%impurity of either N2 or CO,which should not alter absorption

measurementsin the considered spectral region. Neither detrimental

water vapor nor SO3 were observed. Pressures in the absorption cell were

determined with a silicone oil manometerup to 25 mmHg_while higher

pressures were read on a Wallace and Tiernan No. FAI29 instrument.

5



III. RESULTS

Intensities of absorption are shown in Figures i and 2 for the

indicated wavelength regions. The data are expressed by the absorption

coefficient k in reciprocal centimeters defined by I = I ° exp (-kx),

where I and I are the incident and transmitted intensities and x is the
o

layer thickness of the absorbing gas reduced to NTP. In general, absorp-

tion intensities obtained at various pressures (ranging from 2 mm Hg to

i0 mm Hg) exhibited little pressure effect as long as less than 90% of

the incident radiation w_s absorbed in the cell. Also, under these con-

ditions, good agreement was observed between results obtained with the

mercury line source on one hand and the hydrogen lamp on the other. Con-

sequently, most k-values were derived by averaging measurements at several

pressures. However, at the absorption maxima some pressure variation did

occur and in this case, the values given are those obtained at the lowest

cell pressures. Accordingly, the presented absorption coefficients have

to be regarded as apparent ones, owing to the limited spectral resolution

employed.

The spectrum shown in Figures I and 2 suggests the presence of two

continua (overlapped by bands), one in the spectral region below 2280

and the other above 2400 _. Only the first is energetically compatible

with the approximately known energy value for SO 2 dissociation (vide infra).

The data above 2400 _ give the appearance of a continuum but are really due

to the restricted spectral resolution and a considerable overlapping of

the involved bands. This view is compatible with the existent spectro-

scopic data (7) and the present absorption experiments performed at higher

6
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pressures, with the mercury light source at the discrete wavelengths

1849 _, 2537 _ and 3131 _.

Characteristically, in these experiments the amount of incident

radiation absorbed in the cell was more than 90%. At 1849 _, as shown

in Figure 3, the apparent absorption coefficient at first decreases with

increasing pressure and then becomes essentially independent of pressure.

This behavior shows the presence of a discrete absorption spectrum, but

it also makes evident that in the region below 2280 _ the values at the

band mimima can be ascribed mainly to a true continuum. It is also inter-

esting to note that with the discrete 1849 _ source the measured absorption

-I
coefficient approaches a value for the continuum of only 28 cm as com-

-i
pared to the higher value of 75 cm previously reported. (5) This apparent

discrepancy can be ascribed to the insufficient resolution obtained in

the reported experiments with the hydrogen background source. Thus_ it

appears that a true continuum exists in the 1700 - 2300 _ region with

-i
an upper limit absorption coefficient of 28 cm at 1849 _o

At 2537 _, a decrease of the apparent k-value was observed, starting

at a pressure of about 150 mm Hg. However, in this case_ the line inten-

sity was insufficient to give a strong enough signal for accurate measure-

ments above 300 mm Hg. At this pressure, the apparent k-value was only

i -i
2.3 cm- (compared to 4.2 cm at lower pressures). The apparent absorp-

tion coefficient probably decreases further with increasing pressures_

suggesting that no continua exist at 2537 _. Nevertheless, if the absorp-

tion at this wavelength should be in part continuous, the upper limit for

-i
the k-value of the continuum would be 2°3 cm For the 3131 _ case, no

9
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sensitive k-value decrease with pressure was observed owing to the insuf-

ficient intensity of the source. However, Figure 2 and energetic consi-

derations preclude a continuum in this spectral region.

While the available evidence disfavors the existence of a continuum

beyond 2500 _, there can be no doubt about the reality of the continuum

observed below 2280 _. In Figure 4 are plotted the bases of the overlying

bands versus wavelengths making use also of the data of Golomb et al. (5)

The continuum is found to be quite symmetric in appearance, the maximum

lying at 1915 _ and the observed long wavelength onset at 2280 _. Con-

ventional computation gives an f-number of 0.0294, but this is probably

too high because of the insufficient spectral resolution employed. If

it is taken into account that with increasing pressure the 1849 _ ap-

-i
parent absorption coefficient decreases from k = 75 to k = 28 cm , the

corrected value is reduced to f = 0.011.

Also shown in Figure 4 is the continuum located below 1700 _. Since

little overlapping occurs between the two continua, the experimental long

wavelength onset of the 1300 - 1700 _ continuum could be reliably esti-

mated to lie at 1680 _ whereas the maximum occurs at 1485 _. The super-

position of intense bands on the short wavelength slope of the continuum

makes the obtained f-values somewhat ambiguous. The largest possible

f-value is f = 0.0473, while the assumption of a symmetric continuum

gives f = 0.035.

Ii
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Undoubtedly, among the various data reported, the recognition of

a true continuum in the spectral region 1700 - 2300 _ is most signifi-

cant because of its implications concerning the dissociation energy of

SO 2. This aspect of the results will now be discussed°

13



IV. THE SO 2 DISSOCIATION ENERGY

Making the reasonable assumption that at least the long wavelength

end of the observed continuum is due to only one direct dissociation

process, the corresponding upper limit of the dissociation energy can be

determined, in principle, from the observed long wavelength onset of the

continuum. Although in practice this is not a completely reliable method,

in many cases it is the best available method provided the extrapolation

is not too extensive.

In the present case, the long wavelength onset obtained for the two

continua correspond to energies of 5.43 eV and 7.38 eV, or 125.3 kcal and

170.1 kcal, respectively. In addition, it is found that the energy dif-

ference (1.95 eV) is very close to the energy required to excite the ID

state of atomic oxygen (1.967 eV), which makes is reasonable to associate

the long wavelength parts of the two continua with the dissociation pro-

cesses (i) and (2). Although it is difficult to give a reliable estimate

of the errors involved in locating the onsets of the two continua, the

derived upper limits of the dissociation energies are believed to be

in error by not more than 0.2 eV, which corresponds to about 80 _ at

2280 _ and 50 _ at 1680 _.

Except for the assignment of a predissociation limit at 1950

by Henri (7) which has been refuted, (8) there appears to exist no direct

determination of the SO 2 dissociation energy with which the present value

could be compared. The energy requirement of Reaction (i) can be cal-

culated from thermochemical data by means of the relation

14



D(SO-O)= H(SO2)+ 1/2 D(S2) + D(02) - D(SO) (3)

provided the dissociation energies of the diatomic molecules $2, 02 and

SOare knownin addition to the heat of SO2 formation from S2 and 02 in

the gas phase. Unfortunately, only D(O ) = 118.0 kcal (9'I0) and H(S02) =
2

86.3 kcal (11)
are well established, while the dissociation energies of S2

and SO are still controversial. In both cases, fairly accurate predis-

sociation limits are known from spectroscopic observations, but the lack

of information concerning the electronic states of the product atoms

precludes the proper choice among several possible values for the dis-

sociation energies. The pertinent facts may be briefly recapitulated.

The predissociation occurring in the main SO emission spectrum is

of a type for which the dissociation limit can be accurately established. (9)

Martin (12) determined the limit to lie at 5.14 eV, but the SO absorption

(13)
spectrum recorded by Norrish and Oldershaw has indicated that the num-

bering of the vibrational levels of the ground state employed by Martin

had to be revised, thus raising the predissociation limit to 5.35 eV or

123.5 kcal. If both of the atoms produced are in their ground states,

this is also the dissociation energy. (14) On the other hand, if the result-

ing sulfur atom were in its first excited ID state, the dissociation energy

would be lower by 1.15 eV (26.5 kcal). From a Birge-Sponer extrapolation

of the vibrational levels for the upper state which is assumed to dis-

sociate into O(3p) and S(1D), McGrath and McGarvey (15) have recently obtained

D(SO) = 127.1 !zeal in fair agreement with thc prcdissociation limit of

Norrish and Oldershaw.

15



In a similar way, an evaluation of the pertinent spectroscopic data

for S2 admits the possibilities D(S2) = 4.4, 3.6, or 3.3 eV, corresponding

to I01, 83 or 76 kcal, none of which can be ruled out with certainty, The

available evidence has been discussed in detail by Gaydon(14) and by

Cottrell. (16)

Whenthe various possible values for D(SO) and D(S2) are combined

with the knownheats of 02 dissociation and SO2 formation according to

Equation (3), the array of SO2 dissociation energies shownin Table I is

obtained. Uponinspection it is found that the SO_dissociation energies

derived with D(SO) = 97 kcal exceed by some20 kcal the experimentally

determined upper limit of D(S02) = 125 kcal, thereby ruling out the lowest

of the three possible values for D(SO). This leads at once to the accept-

ance of D(SO) = 123.5 kcal, or the slightly higher value of D(SO) = 127.1

kcal if the latter is shownto be more correct. Accordingly, it is also

established that in the observed predissociation of SO, the products are

ground state atoms; i.e., O(3p) as originally suggested by Martin, (12) while

the upper state (3E-) dissociates into O(3p) and S(ID) as it was assumed

(15)by McGrath and McGarvey.

For the dissociation energy of S2, a similar choice is not provided

by the present data. This is due to the errors involved in locating the

onset of the observed SO2 dissociation continuum combinedwith the circum-

stance that only one-half of D(S2) enters into Equation (3), thus reducing

the spread in D(SO2). As a consequence, it is also not possible to deduce

the SO2 dissociation energy with exactitude. However, the true value for

D(SO2)will lie within 6.5% of the averaged one, D(S02) = 123.3 ± 8 kcal,

16



TABLEI. SO2 dissociation energies assumingvarious values
for D(SO) and D(S2).

D(S2)

I01

83

76

D(SO) = 127.1

127.7

118.7

115.3

D(OS-O)

D(SO) = 123.5

131.3

122.3

118.9

D(SO) = 97

157.9

148o9

145.3

17



which happens to coincide with the measured onset of the dissociation

continuum.

While the preceding usage of the terms "SO2 dissociation energy"

and "D(S02)" referred to the energy required to rupture the OS-Obond

as characterized by Reaction (i), one must recognize the existence of

the alternative modeof dissociation

S02+ hv -_S + 02 (4)

Although this process would require the breakage of two bonds, it

is not permissible on this ground to exclude the reaction a priori. In

the similar case of N20 photodecomposition, it has been shown(17) that

the center nitrogen atom can be ejected with someprobability even though

the energy is insufficient for a dissociation into three atoms. Neither

can Reaction (4) be excluded for energetic reasons. However, it may not

be reasonable to associate the appearance of a true absorption continuum

to Reaction (4) because the breakup of the SO2 molecule into 02 and S

must necessarily be preceded by an atomic rearrangement in the excited

state, which by its nature resembles a unimolecular decomposition rather

than direct dissociation along a repulsive state. The absorption spectrum

would be diffuse owing to perturbations from other crossing potential

curves, but would not display a true continuum. This view is still com-

patible with the results of the photodecomposition referenced above,(17)

since in that case the interest lay in the decomposition products. The

18



interpretation of absorption spectra, on the other hand, deals with the

initiating step in the photodecomposition. Consequently, the given

argument tends to confirm the assignment of the absorption continua

to Processes (i) and (2) which describe the direction dissociations.

19
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Observed and Predicted NewAutoionized Energy Levels in

Krypton, Argon, and Xenon

JamesA_ R. Samson
Physics Research Division, Geophysics Corporation of America, Bedford, Mass.

ABSTRACT

The absorption spectrum of argon and krypton has been investigated between

400 - 600_. Discrete structure is observed which can be related to the excita-

tion of an inner s electron. Configuration interactions between the discrete

excited levels and the overlapping ionization continuum leads to autoioniza-

tion of the energy levels, as evidenced by the fact that the measuredphoto-

ionization yield within the discrete structure is 100%.

The first memberof the series is observed at 466_ for argon and 497_ for

krypton with a predicted value of 593_ for xenon.

The Rydberg series v = 235 832 - R(n-l.53) 2, n = 4, 5, --- etc. describes

the argon data while similar series are predicted for krypton and xenon with

quantum defects equal to 2.53 and 3.53, respectively, and using the appropriate

term value for their respective N I and 01 absorption edges.

This paper has been accepted for publication in The Physical Review

(December 1963).



OBSERVEDANDPREDICTEDNEWAUTOIONIZEDENERGYLEVELS

IN KRYPTON,ARGON,ANDXENON

JamesA. R. Samson
Physics Research Division, Geophysics Corporation of America, Bedford, Mass.

The photoionization cross sections of argon and krypton have been

measuredbetween 400 - 560_. In both gases discrete structure is observed

superimposed on the photoionization *absorption continuum. The structure in

argon can be identified with the new autoionized energy levels recently

I
observed spectroscopically by Madden and Codling, while that of krypton

has not previously been reported The structure in the krypton -_-_"_

tion cross sections is assumed also to be due to autoionized energy levels,

since the photoionization yields for the discrete structure in both argon

and krypton were measured and found to be 100%.

The anomolous nature of the autoionized lines in showing a decrease in

absorption with no accompanying increase is apparently allowed in the Fano

2
theory of autoionizationo

The cross section measurements were made on a 1/2 M Seya-type vacuum

..... _...... . Th_ 1_ght source consisted of a higha,vL...........o_ with a 2 5_ band pass ..........

voltage repetitive spark discharge in argon which produced an extremely dense

line spectrum above 400_. The absorption cell consisted of two ionization

chambers in series and of identical lengths, do The absorption coefficient,

A, is then given by

= _n(il/i2)/d,



where i I and i 2 are the ion currents produced, respectively, in the two ion

chambers. A detailed discussion of this technique is described in another
3

paper. The gas pressure was varied from 0.05 - 0.5 Torr and the effective

absorption length, d, was I0 cm. The major advantage of this technique in

the measurementof absorption coefficients is that i I and i 2 (and hence _)

are measuredsimultaneously and are, therefore, independent of any changes

in light source intensity.

The photoionization cross sections, reduced to SoT.P., are shownin

Figures i and 2 for argon and krypton, respectively° With the exception

of the discrete structure the cross sections are pressure independent (± 5%)

over a pressure range of 0.05 - 0.5 Torr.

There exist very little data on the photoionization cross sections of

krypton and argon between 400 - 500_, with the exception of the work on

argon by PoLee and Weissler 4 who used photographic techniques to measure

5,6the cross sections. Wheredata exist_there is agreementwithin 10%o

The vertical lines in Figure i represent the positions of the autoionized

lines in argon discovered by Maddenand Codling using the continuum radiation
i

from a 180 Mev synchrotron. It can be seen that the discrete absorption

structure coincides exactly with the first three terms of their series° In

the present work these lines appear at 466, 442°8 and 434.8_. There is an

uncertainty of ±0.5_ in the wavelength determination. The line widths shown

here are instrumental, reflecting the 2.5_ band pass of the monochromatoro

The vertical arrow represents the MI edge at 424_ as obtained from spectro-

scopic data. 7 The experimental value of 422_ is in good agreementwith this

value.



The autoionized lines observed in krypton appear at 471.8 and 497_ with

the suggestion of one at 464_o A suddendiscontinuity in the curve occurs

at 449_, in good agreementwith the spectroscopic value of 450.5_ for the
8

NI edge of krypton, represented by the vertical arrow in Figure 2.

It seemslikely that the autoionized lines in argon and krypton are due

to the excitation of the inner _ electron terminating with its ejection at

the MI and NI edges, respectively. If this is the case, the following

Rydberg series for argon can be fitted to the data of reference I and to

the first three terms of the present work°

v 235832 R/(n 1,53) 2= - n = 4,5 o.., etco

Table I compares the observed wavenumbersto those calculated from the above

series° The observed data were obtained from measurementsmadeon an enlarged

photograph, taken from reference i, and, thus, are not so precise as their

original data°

In order to fit a Rydberg series to the krypton data and thereby predict

the higher terms of the series, the following system was adopted: If we assume

that the first observed term in krypton is indeed the first memberof the

series 4s2rp6 4s4p6- np, we can then determine the quantumdefect for n = 5

and 6o Comparing these values with those deduced from reference I and also

to the alkali metals we might expect to find a relationship between the various

quantum defects enabling us to predict a quantumdefect for the higher members

of the krypton series. These quantumdefects are tabulated in Table Iio It

can be seen that there is a very striking relationship, not only in the quantum

defects between the rare gases but also comparedto the alkali metals. The

main features are, (i) that the quantumdefect increases approximately by unity



Table I. Observedwavenumbersin argon for the transition 3s23p6-3s3p6np

2
compared to the calculated values given by v = 235832 - R/(n-l.53)

n vobs. v calc°

4 214 500 217 845

5 225 700 226 718

6 229 900 230 340

7 232 000 232 164

8 233 200 233 211

9 233 900 233 865

i0 234 300 234 302

Ii 234 600 234 608

4



Table II. Observed quantumdefects of the rare gases compared to those of

the alkali metals. Numbersin italics indicate predicted values.

Term QuantumDefects
a KrbNe Na Ab Aa K Rb Xe Cs

3p 0.86 0.883

4p .85 .867

5p .8 .862

6p .8 .860

7p .6 .859

8p .6 .858

° • •

I. 73

1.7

1.7

° ° •

I. 73

1.7

1.7

1.6

1.6

• • •

• ° •

1.53

1 77

1 74

1 73

1 72

1 72

2 7

2 7

2.53

° ° •

° • •

2.71

2.67

2.66

2.66

3 67

° ° •

3.65

3.60

3.59

These values were deduced from an absorption spectrum in Reference i.

The accuracy in the quantum defect for the first term is approximately

± 0.01; however, for higher terms the inaccuracies increase to probably
as much as ± 0.i.

b Present work.



in steps going from neon to argon to krypton and (ii) the quantumdefect of

a rare gas is essentially equal to that of the alkali metal next to it in

the periodic table and whose final state transition is the sameas that of

the rare gas. The similarity appears reasonable since we are essentially

comparing the binding energies of similar electrons in closely related atoms.

The quantumdefect for the rare gases, however, does vary more rapidly than

that of the alkali metals, probably due to the interaction between the

discrete states and the continuum. Since the quantumdefects in argon and

krypton differ by unity in the first two terms we will assumethis difference

continues for higher membersand thus predict the following Rydberg series

for krypton:
2

v = 221917 - R/(n-2.53) n = 5,6 °.., etc.

Similarly, we should expect from (i) above that the transition 5s25p 6 -

5s5p66p in xenon would have a quantum defect of 3.7 and from (ii) a value

of 3.65. Assuming a mean value of, say, 3.67 the predicted term level would

-i
be approximately at 168500 cms (593_). Following the same reasoning as

for krypton the higher terms in xenon are predicted to follow the Rydberg

series,

2
v = 188708 -R/(n-3.53) n = 6,7 ..., etCo

A search for this series is currently under way.

It is a pleasure to acknowledge the many helpful discussions with

Professor A. Dalgarno and Dr. A. Naqvi.
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Figure i.

Figure 2.

LIST OFFIGURES

Photoionization cross sections for argon between 400-500_o The
vertical lines represent the positions of the autoionized series
reported in Reference I, while the vertical arrow indicates the
position of the MI edge due to the removal of an _ electron°

Photoionization cross sections for krypton between 400-460_o The
vertical arrow indicates the position of the NI edge due to the
removal of an s electron.
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